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Abstract. In view of the characteristics of diversity, openness, complexity of Electric Power Marketing 
Field Terminals. There may be some security risks such as illegal terminal access. So the problem of 
discovery and classification of Electric Power Marketing Field Terminals is need to be solved, and then we 
can identify the types of illegal terminals in time and take corresponding measures. This paper aims at the 
diversity of Electric Power Marketing Field Terminals and their own differentiation characteristics, and 
proposes a technology without agent. Without installing client, it can automatically realize terminal discovery, 
and so solve the traditional problem of non-agent terminal discovery. At the same time, through K-means 
clustering algorithm terminal model identification, using unsupervised algorithm to extract and identify 
terminal type fingerprint information, it can achieve accurate classification of terminals, and provide timely 
alarm information and equipment data for network control and security protection. 
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1. Introduction 
Electric Power Marketing Field Terminals such as marketing mobile operation terminal, charging POS 

machine, ATM automatic payment machine, video terminal, printer, fax machine and other common office 
peripheral terminal, have a variety of types, wide distribution, complex access mode, and have become an 
important entry point to implement network security attacks. Deep network attacks through Electric Power 
Marketing Field have become a difficult point of security protection. In order to effectively realize the safety 
management of Electric Power Marketing Field, firstly, the identification and discovery technology of 
Electric Power Marketing Field should be studied, and the effective discovery of terminal should be carried 
out. Then, the terminal of access network should be sorted out and analyzed comprehensively, and the access 
dynamics of terminal should be grasped in time. Secondly, the terminal classification technology should be 
studied to classify finely the discovered terminal and accurately identify the compliance terminal and the 
abnormal terminal. Further measures should be taken to provide the basis. However, for terminal recognition 
and discovery technology, it is difficult to deal with complex and diverse terminal types effectively through 
passive mechanism and traditional web service software. At the same time, there are a lot of supervised 
learning feature selection algorithms for terminal classification, and few feature selection algorithms for 
unsupervised learning. In this paper, an identification and discovery technology of Electric Power Marketing 
Field based on K-means clustering algorithm is proposed by combining active and passive methods, and 
unsupervised learning technology is deeply applied to extract and analyze fingerprints of terminal types, so 
as to achieve accurate classification of terminals. 

2. Current Situation 
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2.1. Research status of Technology 
In recent years, network fingerprint identification technology has become a research hotspot in the field 

of network security. Scholars at home and abroad have put forward many theories and methods of network 
fingerprint identification. Reference [1] proposes a method of identifying Web server software by service 
identifier (Banner). Because the HTTP return packages of some terminal devices do not contain Banner 
information, this method has some limitations in identifying terminal devices. Literature [2] proposes a 
recognition method that does not rely on Banner information, i.e. identifying by the difference of some 
reason phrases returned and the difference of processing methods of ultra-long URLs. However, this method 
may increase the processing burden of terminal devices, cause denial of service, or be judged as an attack by 
devices such as firewalls, and trigger an alarm. In reference [3], a Web pattern recognition method similar to 
TCP/IP stack fingerprint recognition [4] is proposed. This method constructs malformed HTTP requests and 
identifies them according to the differences of different Web server software processing modes. However, 
the number of such differences is limited. The number of different types and models of terminal devices is 
much larger than the number of such differences. This method will lead to duplication and misjudgement. 
Document [5] sends 15 kinds of malformed HTTP requests to Web servers, and uses the returned status 
codes as input, constructs naive Bayesian classifier to classify the mainstream Web server software, but fails 
to recognize other terminal devices such as wireless routers, IP cameras, intelligent switches and so on. 

In order to categorize terminals, machine learning is needed. Machine learning algorithms can be divided 
into supervised learning and unsupervised learning. Supervised learning refers to training samples with 
labels, while unsupervised learning does not have labels in the training process. In the real world, most 
samples are unlabeled, so unsupervised learning is more widely used than supervised learning. The 
commonly used unsupervised learning algorithms include PCA [6], isometric mapping [7], local linear 
embedding [8], Laplace feature mapping [9], Hesse local linear embedding [10] and local tangent space 
arrangement [11]. The problem of feature selection in unsupervised learning is to select a feature subset 
which can best cover the natural classification of data according to certain criteria. Current methods include 
feature selection method based on genetic algorithm [12], feature selection method based on pattern 
similarity judgment [13] and feature selection method based on information gain [14]. These methods do not 
consider the correlation between features and the impact of features on classification. Document [15] 
proposes an unsupervised feature selection method. The basic idea is: firstly, the samples are classified by 
competitive learning algorithm to determine the number of classifications; secondly, the original feature set 
is divided into several feature subsets, and the judgment function J=trace( ) is calculated in 
each feature subset, where ,  denotes the average dispersion within the class, respectively. At last, the 
correlation coefficient between candidate features and selected features is calculated. If the correlation 
coefficient is greater than 0.75, the candidate features are discarded. 

2.2. Electric power marketing field terminals demand and problems 
According to statistics, the number of electric power marketing field terminals is the largest, accounting 

for 84.87% of the total terminals. There are nearly 10 types of marketing sites deployed in the marketing 
field, including charging POS, ATM automatic payment machines, call machines, office computers, scanners, 
video surveillance terminals and so on. There are various terminal access modes, communication protocols, 
business applications, operating systems, etc. All kinds of terminals are mainly controlled by simple 
IP+MAC address binding, and power self-service payment terminals. The power wireless POS terminal and 
the power cable POS terminal are specialized marketing terminals, which use the communication protocol of 
the integrated payment management platform to interact with the main station. 

Due to the variety, diversity and complex business scenarios of marketing field terminals, the current 
security access measures are difficult to cover, and some non-traditional terminals such as cameras, call 
machines and printers cannot install clients or transform to achieve access control, and cannot achieve 
unified security control. First, the terminal site environment is uncontrollable and vulnerable to violent 
destruction for illegal network access. Compared with other terminals, the marketing field terminal mainly 
provides services to the public, deployed in an open site environment, facing a complex physical and 
personnel environment. At the same time, due to the large number of marketing field terminals and the lack 
of centralized deployment, it has become the "preferred point" for illegal personnel to carry out network 
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attacks. Second, terminal security protection measures are not perfect, illegal personnel can access the 
network by imitating terminals. At present, most of the marketing field terminals adopt IP + MAC address 
binding to access control. Illegal personnel easily obtain IP, MAC address and other information through 
"network sniffing" and "ARP spoofing", and then imitate IP, MAC address for illegal access. Thirdly, the 
software and hardware platforms of marketing field terminals are diverse, and some terminals cannot install 
clients or carry out modifications to achieve access control. Because of the need of marketing business, there 
are many types of terminals, such as toll POS, ATM automatic payment machine, call machine, office 
computer, scanner, video surveillance terminal, etc. These terminals have great differences in access mode, 
communication protocol, business application, operating system and so on. It is impossible to install 
Terminal agent like traditional desktop office terminal or to improve it through hardware transformation. 
Access control. Therefore, in view of the uncontrollability of the marketing field terminal environment, there 
is an urgent need to study the access control technology of the marketing field terminal. Firstly, the access 
terminals should be found in time. Secondly, the types of terminals should be sorted out and categorized so 
as to lay a foundation for the safety management and control of the marketing field terminal. 

3. Design of Electric Power Marketing Field Terminals discovery in marketing 
Field 
Scanning detection is carried out through TCP to identify and determine the operating system type and 

version of the terminal according to the difference of characteristic information between TCP/IP stacks of 
different devices [16-19]. According to the four-layer protocol stack of TCP/IP, including TCP, IP, UDP, 
ICMP, ARP and data link layer protocol, the process implements the application layer protocol. According to 
all the corresponding settings in the fingerprint database, the protocol stack parses the protocol data of each 
layer of TCP/IP, and decides whether to discard, continue to operate, reconnect and respond after judging. 
The protocol is encapsulated according to the fingerprint database, and the domain setting of each protocol 
header and the content of the response information are determined. According to the differences in the 
characteristics of TCP/IP stacks of different hosts. The terminal feature information can be identified and 
determined. In order to capture the original data packet in high-speed network environment, reduce the rate 
of packet loss and improve efficiency, protocol filtering is carried out in the process of packet capture. 

As shown in Figure 1, the basic flow of the scheme is divided into three layers. 
Message Acquisition and Information Preprocessing 

Information expansion 

information extraction 

HTTP proprietary protocol

query system 

SNMP

WEB Page Analysis and 
Keyword Extraction 

IP Address Information 
Extension 

Extension of Product 
Information Base 

Physical Entity 
Information Base 

 
Fig. 1: Flow chart of terminal identification processing. 

The first layer is message inquiry and protocol pre-processing layer. The main work is to detect and 
analyze HTTP, SNMP, communication protocol of integrated payment management platform for a specific 
IP. The second layer is the information expansion part, which mainly enriches the information acquired in 
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the next step, for example, key eigenvalue extraction for return data of protocols such as 
HTTP/SNMP/Integrated Payment Management Platform Communication Protocol; for some devices that 
can acquire specific models, detailed parameters about device hardware can be obtained by model matching; 
for IP/MAC address information, it can be obtained. The topological location of the device is taken to further 
expand the information of the device. In the third layer, the information extracted from the return 
information of the device and the information obtained from the extended analysis will be extracted and 
stored in the corresponding database. 

4. Research on Categorization Technology of Electric Power Marketing Field 
Terminals 

4.1. Classification and recognition process design 
On the basis of automatic terminal discovery and collection of terminal equipment information and 

network protocol features, K-means network space terminal equipment identification model based on cosine 
measure is adopted. The model uses unsupervised learning clustering method to eliminate the calculation of 
prior probability of training set, and identifies different types of terminal equipment from different 
manufacturers and different versions of terminal equipment, thus realizing terminal return in marketing field. 
Category provides the basis for terminal access control in marketing field. The classification technology 
based on pattern recognition consists of three stages: data preprocessing, classification analysis and matching 
decision. In the data pre-processing stage, firstly, the extracted equipment information and network 
information are fused and feature extraction is carried out to obtain feature set; furthermore, in the 
classification analysis stage, training samples are analyzed and corresponding classifiers are constructed, and 
on this basis, the feature set and classification of equipment are carried out; in the matching decision stage, 
the final classification is obtained by pattern matching. Class results. Figure 2 shows the specific process: 

Device 
informati

on 

Features            
extract 

Fingerpri
nt set 

train

network 
informati

on 

C1 C2 C3

classifier 

Training 
sample 

feature set

Test 
sample 

feature set 

test 

Test result 
set 

decision 
analysis 

detection 
result

Informati
on fusion 

Data preprocessing stage cluster analysis Match judgment 

 
Fig. 2: Terminal Classification Technology Based on Device Type Fingerprint 

4.2. K-means Clustering Model 
By dividing the sample set into several clusters according to the similarity criterion, the clustering effect 

of similarity within clusters and difference among clusters is finally achieved 13. In the process of clustering, 
K is first determined manually, and K samples are randomly selected as the initial clustering centers in the 
sample set; the similarity between each sample set and all clustering centers is calculated and divided into the 
most similar clusters; and then the average value of each cluster is recalculated as the new clustering centers. 
The whole process is repeated until the clustering criterion function converges. 

The algorithm steps are as follows:          
1) Let the given sample X = { , , , ... , }, where  is the d-dimensional eigenvector of the first 

sample. Given the number of clusters K, K initial clustering centers are randomly selected in the sample set 
X, and are recorded as , , ... , . 
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2) For n samples of a given sample set, the similarity degree between them and the cluster centers is 
calculated according to the similarity measure function, and the similarity degree is divided into K clusters , 

, … , . 
3) Calculate the average value of each cluster as a new clustering center. 
4) Computing Clustering Criterion Function, 

,                                                                            (1) 

In the formula, denotes the cluster center of cluster , and  denotes the similarity measure 
function. 

5) If the clustering criterion function converges, the algorithm will be terminated; otherwise, steps 2 to 4 
will be repeated until the clustering criterion function converges. 

6) When the clustering criterion function converges, the J value is the smallest and the clustering effect is 
the best. 

4.3. Unsupervised feature selection algorithm based on K-means 
For each sample set , we use K-Means clustering algorithm to cluster the samples and determine the 

corresponding clustering number . DB Index criterion is used to judge the clustering validity. Given a 
sample set X, clustering is carried out without any information of sample distribution. The optimal number 
of clusters will not exceed  [20] by iteration. Therefore, the iterative algorithm can be carried out 
between  and , and we can set a  value far less than  according to the specific application. 
The process of determining the clustering number  is as follows: 

1) Initialization, C = 2, DB* = infinity, = 1. Among them, C is the iteration variable of the number of 
classes,  is the best number of classes, and DB* is the smallest value of DB. 

2) Clustering the samples by K-Means clustering algorithm. We establish a judgment function as shown 
in formula (2). When ≤ (  is a set threshold), the clustering ends, and = . 

                                                                          (2) 
Among them, denotes the value of the second clustering DB whose clustering number is C. 
3) If DB* < , then DB* = , = C. 
4) C = C + 1, if C < , the operation will continue, otherwise the clustering will end.  is the best 

classification number corresponding to the first feature subset. 
Two subsets of features ,  (i = 1... t, j=1... t, i, j and t is the number of feature subsets) corresponding 

features are not exactly the same, so for different feature subsets , the values of  and  obtained by 
 are not directly comparable, so it is necessary to standardize the judgment rules. Assuming the 

corresponding classification result  of , the judgment function is 
Crit( )=                                                                               (3) 

Then Crit( )=  is obtained by using the classification result  in the  feature subset. Then a 
standard judgment function is defined as shown in Formula (4). The selection of feature subset is to select 
the  with the smallest causation (4). 

Norma lizedcrit( )=                                                    (4) 

In the literature [21, 22], it is proposed that it is better to select the best feature subset than to select the 
best feature subset to form the feature subset. Therefore, we use sequential deletion method to search the 
feature subset in the algorithm. Let F be the original feature set and the feature dimension m, let t = m, count 
= 1, normal = 0, where t records the number of feature subsets, count records the number of execution times 
of the algorithm, and normal stores the value of norma lizedcrit of the best feature subset selected previously. 
The basic steps of the algorithm are as follows: 

1) Delete one feature  from it in turn, and get t feature subsets , i=1... t. The optimal classification 
number  of these feature subsets is obtained by using the above methods. 
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2) The judgment rule of selecting feature subset is used to select the minimal  of causation (4). t=t-1, F 
= . 

3) If |norma lizedcrit( ) - normal|>β（βis pre-set threshold）and count≤m, so normal =norma
lizedcrit( ), count = count+1. 

4) The feature correlation of the selected feature subset  is analyzed. If the correlation coefficient of the 
two features is greater than γ (γ is the threshold), one of the features is deleted. 

5. Categorization Results of Electric Power Marketing Field Terminals
Through the application of marketing field terminal, devices in the network are found and classified. The

unsupervised algorithm based on K-means clustering can quickly find the whole network devices, and realize 
the precise classification of terminals with operating system, cameras and printers. 

Fig. 3: The classification results of electric power marketing field terminals. 

Fig. 4: The type fingerprints of electric power marketing field terminals. 
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6. Concluding Remarks 
Electric Power Marketing Field Terminal environment is complex, various types, a large number of, the 

private construction of terminals, illegal access and other issues have always been the difficulty of security 
management. This paper studies the technology of terminal discovery and classification in marketing field. 
By deploying related systems in bypass, relying on agent mode to report information and active detection 
and discovery mechanism, it achieves the discovery ability of active and passive combination. On the basis 
of designing unsupervised K-means clustering algorithm, it can effectively deal with traditional PC terminals, 
cameras, printers and other terminals that cannot install agents. The problem of discovery and classification 
of terminal equipment has good application value in marketing field terminal and Internet of Things terminal, 
which provides a basis for further development of security protection of power marketing field terminal 
access network. 
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