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Abstract. This paper proposes a novel deep learning framework to identify student emotions or affective 
states in IELTS speaking video tests. This approach has one unique characteristic, it extracts features from a 
face image and sends it to a deep neural network model for emotion classification. The main objective of this 
study is to find the correlation between the test takers emotion status and their test grades.  This framework is 
evaluated with extensive experiments. The achieved results show promising performance based on the size of 
the data and computing resources. The outcomes of this work would add value to OEP systems. 
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1. Introduction
Human communication conveys content and attitude. Emotional aspects play an important role in

understanding communication, decision making and behavioral aspects. Voice is a verbal form of 
communication while facial expressions, body posture and gestures constitute non-verbal communication. 
While communicating only 7% effect of message is contributed by verbal part as a whole, 38% by vocal part 
and 55% effect of the speaker‟s message is contributed by facial expression as in [4]. Therefore real time 
facial expression analysis plays an important role in determining human emotions/feelings. 

According to [4], the extraction of emotion from the static image allows the recognition of several 
physical features such as: eyes, wrinkles on the forehead, size of eyebrows, color of the skin and the 
corresponding sizing and location. In this case, the neural network is accurate for the acquisition of nonlinear 
mapping between different sets of data, this analysis allows decode the relationship between the physical 
features of a face and its impression. The potential of the neural-network-based methods is the performance of 
facial expression classification into a single basic emotion category.An application of artificial neural network 
(ANN), deep learning and support vector (SVM) methodologies is used [5], to identify personality traits using 
facial images. The personality traits studied are being, attractive, caring, aggressive, intelligent, stable, 
confident, trustworthy, dominant, unhappy. In [6], a deep learning based approach has been demonstrated for 
the task of semantic facial feature recognition. This approach is primarily based on the use of convolutional 
neural networks on two dimensional pre-processed and aligned images of faces. In the experiments emotion 
classification, age classification, gender classification, ethnicity classification was performed at different 
stages. The study suggests that a deep convolutional network based approach is naturally well suited for the 
task of image based facial expression recognition[9]. Such a deep network can easily be adapted to the tasks 
of recognizing additional semantic features[10]. Experimental results showed near-human performance 
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Massive open online courses (MOOCs)  or e-learning offer the potential to significantly expand the reach 
of today‟s educational institutions, both by providing a wider range of educational resources to enrolled 
students and by making educational resources available to people who cannot access a campus due to location 
or schedule constraints. Instead of taking courses in a typical classroom on campus, now students can take 
courses anywhere in the world using a computer, where educators deliver knowledge via various types of 
multimedia content[2]. According to a recent survey [1][2], more than 7.1 million students are taking, at least, 
one online course in 2013 in America. It also states that 70% of higher education institutions believe that 
online education is a critical component of their long-term strategy [2]. The rapid growth of e-learning has 
created various supporting technologies. One of these is online or virtual proctoring, the monitoring of a 
candidate during an exam through use of webcam, mic or the computer screen. Yousef Atoum et al [3], 
proposes an analytics system to perform automatic and continuous online exam proctoring (OEP). The overall 
goal of this system is to maintain academic integrity of exams, by providing real-time proctoring for detecting 
the majority of cheating behaviors of the test. To achieve such goals, audio-visual observations about the test 
takers are required to be able to detect any cheat behavior [3]. Their work is motivated by previous research 
which has utilized audio-visual features to study human behavior. The system monitors such cues in the room 
where the test taker resides, using two cameras, a microphone and proposes a hybrid two-stage algorithm for 
our OEP system. The first stage focuses on extracting middle-level features from audio-visual streams that are 
indicative of cheating [3]. These mainly consist of six basic components: user verification, text detection, 
speech detection, active window detection, gaze estimation, and phone detection. According to [13] its 
discussed that student affective states such as interested, tired, and confused can be determined from facial 
expressions and attention state is computed from different visual cues such as face gaze, head motion, and 
body postures.Nigel Bosch et al [7], demonstrated that automatic detection of boredom, confusion, delight, 
engagement, and frustration in natural environments was possible for students using an educational game in 
class despite the many real-world challenges for these classification tasks, such as classroom distractions and 
large imbalances in affective distributions [7]. With respect to class distractions, students in the current study 
fidgeted, talked with one another, asked questions, left to go to the bathroom, and even occasionally used their 
cellphones. 

While prediction of emotions has been reported in the above literature, most of the work focusses on 
cheating and attention. There is a challenge of identifying emotions during tests. To the best of our knowledge 
there is no prior work in identifying student emotions during tests. In this paper  a novel deep learning and 
emotion detection method for IELTS speaking tests is presented. In addition to emotion classification the 
association between the test takers grades and their emotion status during the test is studied. This work will 
help improve the learning process, for instance, positive emotions mostly increase student‟s interest, 
engagement and motivation to meet their goals, while anxious, angry and depressed students don‟t perform 
well. This paper is organized as follows, chapter II gives the general methodology and tools to be used, 
chapter III covers the experimental evaluation and discussion, in chapter IV we draw conclusions and point 
towards future work. 

2. Proposed Methodology 
The proposed framework is presented in this chapter. It has three sections: first section gives a description 

of the required features, the second describes the dataset to be used and in the last section the model design is 
given. 

2.1. Feature selection 
Emotions are part of every human interactions and thus their identification and analysis can help us 

improve the understanding of different human actions. Although a variety of human emotions exist. 
According to Ekman [1992] psychologists focus on 8 primary emotions namely. Anger, Fear, Happiness, 
Sadness, Disgust, Surprise, Trust and Anticipation. Monika Dubey et al [4] discusses the primary emotions 
and their breakdown into secondary emotions. Furthermore, they describe the facial movements for the 
different emotions. From this literature we discover human affective states are quite many and complex thus 
not easy to study fully. Nigel Bosch et al [7] identifies the five most common affective or emotional states; 
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boredom, confusion, engagement/flow, happiness/delight and anxiety which will be mainly discussed in this 
paper.From the various myriad blends of emotions discussed, previous literature by  Nabeela Altrabsheh et al 
[8], identifies the main emotions relevant to learning; Bored, Amused, Frustration, Excitement, Enthusiasm, 
Anxiety, Confusion, and Engagement. We use these emotions to define an emotion classification that will be 
the focus of this research and will be used in this task. The classification is shown in table “Table 1” below. 

Table 1 
Emotion  Tertiary Emotions 
Amused Cheerfulness, elation, content, delight, joy 
Frustrated Anger, dislike 
Bored Disgust, loath 
Excited Enthusiasm, thrill, zeal 
Anxiety Fear, nervousness, panic, fright 
Confused Sadness, disappointment 
Engaged Trust, acceptance 

 

2.2.Dataset description 
The 2 datasets to evaluate the proposed approach are sourced from youtube and kaggle. Both were found 

to be well suited to extract the dataset because most of it is available free and contains diversity. 
The first dataset (Image data) was collected from the Kaggle competition dataset prepared by Pierre-Luc 

Carrier and Aaron Courville. The dataset consists of 38888 images divided as training (28709) and testing 
(3589). The images are 48x48 pixel grayscale images of individual faces from a cross spectrum of race, 
gender and ethnicity. The faces are centered and occupy the same amount of space in each image. The 
features are stored in csv file with 2 columns „pixels‟ and „emotions. The pixel column contains the pixel 
values of the image. The emotions column contains a numeric value ranging from 0-6 representing the 
emotion present in the image. These are emotion categories represented (0 for Angry, 1 for Disgust, 2 for Fear, 
3 for Happy, 4 for Sad, 5 for Surprise, 6 for Neutral). Below are sample pictures generated from the dataset 
“Table 2” 

Table 2 

    

angry/frustrated disgust/bored fear/anxiety happy/amus
ed 

   

 

surprise/excited sad/confused neutral/engaged   
 

The second dataset (video dataset) was extracted from social media site youtube. Beautiful Soup a python-
based web scrapping library was used. Search queries focused on sample IELTS speaking test videos because 
they relate to the learning environment. To maintain data integrity, only videos from 2 recognized youtube 
channels. The official IELTS youtube channel (IELTS Official) and the Reading IELTS youtube channel. The 
final video dataset consists 13 videos sourced from the two channels. All the students are of different gender, 
race, sex and they express themselves in English language. The video length ranges from 4-5 minutes. 

For this research, all the videos were converted to mp4 format of dimension 360 x460. The length of the 
videos varies from 2 to 3 minutes. Most youtube videos contain introductory text such as title or company 
logo. The videos are preprocessed to remove the introductory text and, in this work, the first 5 seconds of each 
video were removed. There are two people in each video the test administrator and the test taker. The test 
administrator asks the questions and the test taker gives the answers. All the videos as segmented to remove 
the parts of the test administrator, only the parts of the test taker are maintained 

2.3. Model Design 

267



The CNN model processing pipeline is a series of: convolution, max-pooling and a fully connected 
network layers.  In general, a convolution is a result of two functions of a real value “Fig. 1.” It gives a 
weighted average of all measurements of a given real value, often denoted as “(1)”, 
 

                                                                                               (1) 
where s is output, x input and w is the kernel 

 
Fig. 1: CNN- Convolutional Neural Network 

The first argument of a convolution, in this case function x is called the input, the second argument 
function w is referred to as the kernel, the output of the function is referred to as the feature map. The input to 
a convolutional network is always a multidimensional array of data and the kernel is also a multidimensional 
array of parameters adapted by the algorithm, these multidimensional arrays are referred to as tensors. 
Because each element of the input and kernel must be explicitly stored separately, we usually assume that 
these functions are zero everywhere but in the finite set of points for which the values [3][11] are stored. This 
means that in practice, implement the infinite summation as a summation over a finite number of array 
elements. Finally, use convolutions over more than one axis at a time [3]. If a two-dimensional image is used 
as input, probably also use a two-dimensional kernel K (2): 
 

                                    ∑   ∑                                              (2) 
 

First the layer performs several convolutions to produce linear activation functions, then the linear 
activation functions are run through non-linear functions such as ReLU and finally the apply a pooling 
function to modify the output of the layer. A pooling function replaces the output of the net at a certain 
location with a summary statistic of the nearby outputs. For example, the max pooling [3][12] operation 
reports the maximum output within a rectangular neighborhood. Pooling is essential for handling inputs of 
varying size. For instance, if the goal is to classify images of variable size, the input to the classification layer 
must have a fixed size. This is usually accomplished by varying the size of an offset between pooling regions 
so that the classification layer always receives the same number of summary statistics regardless of the input 
size. For example, the final pooling layer of the network may be defined to output four sets of summary 
statistics, one for each quadrant of an image, regardless of the image size [3]. 

The key function of the CNN that determines which values to pick, how to assign weights during training 
is a process called backpropagation. Backpropagation is made up of 4 stages namely; forward pass, loss 
function, backward pass and weight update. Forward pass, you take a training image in the form of an array of 
numbers and send it to a network. To determine which weights contributed to the loss and change them so as 
to reduce the loss, perform a backward pass. After computing the backward pass, perform the weight update. 
Here the weights of all the filters are updated so that they change in the opposite direction of the gradient as 
show in formula (3); 

      
  

  
                                                             (3) 

where W is weight, w0 as the initial weight, r learning rate and L loss. 
The learning rate is a random number set during model design, high learning rate implies big changes in 

weight updates and the model is likely to take less time to converge on an optimal set of weights. The 
combination of forward pass, loss function, backward pass, and weight update is one training iteration.  This 
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process will be repeated on a fixed number of images from the training set (known as a batch). By the end of 
this process the network is well trained that the weights will be tuned correctly. 

To ensure that the algorithm works well on not just on training data but also on new inputs, apply 
regularization. It works by estimator regularization. Estimator regularization is done through trading reduced 
variance for increased bias. The most effective regularizer makes a tradeoff between reducing variance, while 
not overly increasing the bias. Use dropout regularization which removes some nodes from the network [3]. 
The dropout uses a minibatch-based learning algorithm that makes small steps, such as stochastic gradient 
descent. Every time a sample is added into a minibatch, randomly sample a different binary mask to apply to 
all the input and hidden units in the network [3]. The mask for every unit is sampled independently from the 
others. The probability of sampling a mask value of one (causing a unit to be included) is a hyper parameter 
fixed before training begins [3]. Suppose a vector   which defines which units to include and        the 
model cost defined by parameters    and   .Dropout consists minimizing        . In this case for the dropout, 
each sub model defined by mask vector   defines a probability distribution         , the mean over all masks 
is given by“(4)”  

                             ∑                                                                       (4) 
 
where p (µ) is the probability distribution that was used to sample µ during training. 

3. Experiments and Results 
In this section we use a series of experiments to investigate the proposed deep learning model.  The model 

is designed using Keras, a deep learning python library that runs on top of Tensorflow, an open source 
numerical computing library developed by Google. Keras was used because of its speed and easier 
implementation with minimal computing resources. 

3.1. CNN model 
This model was trained and tested with images from the FER-2013 dataset. The dataset was collected 

from kaggle. The dataset represents the 7 common emotions on every item in the dataset. The pixel 
information extracted from each facial image is stored in a csv file.  The visual features are extracted and 
classified using a deep convolutional neural network (CNN). The network receives an image input and 
analyses the image features.CNN applies a supervised learning approach on huge image datasets. The CNN 
pipeline used identify the emotion in a facial image is shown in “Fig. 2.”  
 

 
Fig. 2: Traning model(CNN) 

The network is composed of 3 convolution layers, 2 dense layers, 1 output layer, ReLU activation 
functions and pooling.  

The input layer is fed with pixel values of an image as (x, y, z) where x represents image width, y 
represents image height and z is the number of colors. For this model (48, 48, 1) is used where 1 represents 
grayscale images. 
Before the pixels are fed into the input layer, the values are preprocessed to fit into the fixed dimensions. 

The convolutional layer calculates the dot product of the weights and a tiny image tile to which the 
neurons are connected in the input layer. The number of tiles is input as hyper parameters with unique 
randomly generated weights. For the max pooling size (2, 2), kernel sizes (3, 3) and (5, 5) are used. For 
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accuracy a dropout rate of 0.3 and batch normalization are used. We apply ADAM optimization, 250 batches 
and 5epochs to avoid overfitting. 

3.2. Training results 
The model yields an accuracy of 60%. This is promising based on the computing resources used. The 

accuracy can be improved with more training on GPU resources. Below plot “Fig. 3.”  shows the history of 
loss and accuracy metrics at the successive epochs. 

 

 
Fig. 3: Training and testing accuracy/loss plot. 

From the experiment as you can see in the plot above, the training accuracy increases with every epoch 
and the training loss goes down at every epoch. 

In addition, a confusion matrix metric is used to evaluate the model as given in figure “Fig. 4.” Rows 
represent the actual values and the columns represent the model predictions. Example, there are 376 
frustration instances (column 1) in the test dataset and 184 are classified correctly. 27 are classified as bored, 
43 classified as anxious, 19 amused, 56 confused, 8 excited and 39 engaged, yet they are all frustration 
instances. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4: Confusion matrix 
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3.3. Model validation 
In this section, validation of the proposed framework by applying it on the IELTS video dataset is done. 
Under this approach the input video is processed to extract video frame sequences. OpenCV haar feature-

based cascade classifiers is used to detect the human face in each frame. The haarcascade takes facial features 
from every frame and averages them. The features are used as input to the CNN model, which is the core of 
this approach used to classify the emotions in a frame. A detailed illustration of this approach is shown in the 
figure “Fig. 5.”   
 

 
Fig. 5: System design to identify emotions in video 

The steps below are followed to implement this approach. 
Each video is segmented into several frames according to the frame rate of the video 
Then extraction of the facial features from each video frame and compute the average to make a final 

feature vector which is a representation of the whole video 
Use the final feature vector to classify the flow of emotions in the video in percentage terms. 

The results are given in table “TABLE 3.” below 
Table 3 

vide
o  

                                    Emotion (%) 

  

 fru
str
ate
d 

bor
ed 

anxi
ety 

amu
sed 

confu
sed 

excit
ed 

enga
ged 

        
Vid1 5 2 8 40 15 3 25 
Vid2 6 0 11 21 33 3 23 
Vid3 11 1 8 7 26 2 42 
Vid4 18 1 17 5 42 2 18 
Vid5 34 1 21 4 13 8 8 
Vid6 10 1 10 25 33 2 22 
Vid7 24 0 4 11 20 0 40 
Vid8 10 0 6 33 23 3 23 

Vid9 8 0 14 7 43 2 25 

Vid1
0 

8 1 25 2 33 2 10 

Vid1
1 

8 0 3 63 9 1 11 

Vid1
2 

14 1 15 7 36 2 12 

Vid1
3 

10 0 4 74 5 2 5 

  
From the results the predominant emotion with the highest percentage (blue color) is taken as the emotion 

classification of the video. Emotion detection is a pivotal component for learning environments, that aspire to 
improve and understand students learning process and engagement by responding to the observed emotion. 
This paper advances research in this field by demonstrating an emotion identification model for IELTS 
speaking tests. In previous research related to identifying emotions in the academic environment focused on 
textual feedback. This work demonstrated that detecting these emotions; amused, confused, engaged, 
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frustrated and anxiety for students during speaking tests is possible. We observe that videos of students with 
high test grades (8 and 9), portrayed high percentages for positive emotions like engaged and amused. The 
videos with high percentages of negative emotions such as frustrated, anxious, confused crossed 
average/lower test grades between 5,5.5and 6. From this observation, a conclusion is drawn that there is 
strong association between test scores and emotion status during the test. Whereas it is difficult to compare 
this model‟s performance with past works due to differences in data and emotions considered the technique 
proposed in this work provides a robust method to recognize emotions during video tests and can be scalable 
to other samples such as interviews. 

4. Conclusion 
 In conclusion, we proposed a deep learning model to detect emotions during IELTS speaking tests trained 

and tested on standard datasets sourced from kaggle and youtube.  Deep convolutional neural networks are 
employed to learn the facial features and classify the emotions. The proposed model shows promising results, 
achieving 60% accuracy. Building on the model, a deeper analysis of the correlation between the emotions 
and the test takers grades is to be done, to understand which emotions are related to good grades. Applying 
LSTM neural networks to study temporal features in test videos to determine the emotion changes at different 
time intervals of the test and its application in the education domain is probable the future direction of 
research.  
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