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Abstract. Deep learning technology performs effect in feature extraction of images. Nowadays, with the 

development of video monitoring, the application of deep learning technology to surveillance video has 

profound implications. The effects of traditional video recognition are not satisfactory, but deep learning 

methods perform effect in many scenes of image classification. This paper proposed a novel object detection 

algorithm in video. It combined the traditional methods of extracting feature and deep learning algorithm to 

realize vehicle identification based on surveillance video. The method used the frame difference method and 

background subtraction to preprocess the image, and then trained a network model based on YOLO to 

perform object detection and obtain the categories and location information of the monitored vehicle. 

Compared with the existing object detection algorithms  faster RNN, our method can achieve higher accuracy 

and can significantly shorten the time for detection, which can recognize the object of vehicle video quickly 

and efficiently. The method can meet the requirements of real-time detection. 
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1. Introduction

Nowadays, the pressure on traffic has been increasing. In order to ease the pressure, the smart

transportation system emerged. Well, object detection is the basis of smart transportation. Through identify 

the object information in the video and classify the object statistics, we can better control the road conditions, 

and reduce traffic congestion. It will provide powerful information support for informational command and 

traffic monitoring. 

The current research on object detection mainly based on virtual point technology. The main challenge 

of traditional object detection technology is instability. When the bad weather emerges or the camera shakes, 

it is difficult to recognize objects accurately. With the development of deep learning, more and more 

laboratories are applying deep learning technology to the work of object inspection. Deep learning methods 

perform effect in ImageNet's competition based on the powerful ability of feature extraction. However, the 

deep learning methods are meeting the problem of long training time, and it is difficult to detect in real-time 

for surveillance video. 

This paper uses the deep learning to complete the task of object detection and ensure the accuracy and 

stability of the detection. In the meantime, it applied traditional detection algorithms of frame difference 

algorithms to improve the detection efficiency and prepare for real-time detection.  

The key of the algorithm is to preprocess the video and build an efficient deep learning model. The basis 

of deep learning algorithm is neural network, and convolutional neural network (CNN) performs well in the 

recognition of image. The difficulty lies in training an available convolutional neural network, which 
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requires selecting the appropriate parameters and convolutional layers. In the meantime, we need to adjust 

the network structure based on our training data. The figure1 shows the framework of the method. 

The method combines the traditional method with deep learning method to detect objects in video. 

Traditional video recognition methods include background subtraction, background difference, etc. The 

disadvantages of these methods are that the accuracy and stability are not good. However, they can have a 

fast speed in the progress of images. Therefore, it also combines both of them to improve the performance of 

detection. 

 

Fig. 1: The framework of the method. 

2. Background and Related work 

Object detection aims to find the position of target objects in the image and judge the categories of them. 

The traditional methods extract the features of images [1], such as SIFT[2], HOG[3], etc., However, these 

methods have the drawbacks of high time consuming and poor generalization ability. 

Deep learning methods have the powerful ability of feature extraction. Object detection methods based 

on deep learning can divide into methods based on regional candidates and end-to-end methods. 

The region candidate methods replace the traditional sliding window by searching a possible region of 

interest as the candidate region. In 2014, Ross Girshick team proposed the RCNN model[4]. The basic 

approach is to selectively obtain multiple candidate regions on the input image, and use CNN method to 

extract the features of regions, finally obtain the best region by non-maximal suppression. The advantage of 

RCNN is to make full use of the auxiliary information and select some windows to keep the recall rate at a 

high level. By using candidate windows from different images, it can improve the adaptability of features 

and solve some challenges such as window redundancy. Shaoming He and others proposed the SPP-net 

method for the complex steps and high time consuming of RCNN [5], it uses the strategy of spatial pyramid 

sampling and reduces the time consuming by the operation of convolving full maps, finally maps the location 

information of candidate regions to the feature map. In 2015, the Ross Girshick team improved the RCNN 

model and proposed the Fast RCNN, which mainly implemented the candidate window duplication and 

integrated all the models. However, it still adopted the strategy of selective search for candidate regions, and 

did not solve the long time consuming. In order to solve this problem, Girshick team designed the Faster 

RCNN algorithm[6], and they innovatively proposed using Region Proposal Network (RPN) to generate 

candidate regions. They made the regional candidate, regression and other methods share the convolutional 

features [7] so that the efficiency of object detection has improved significantly.  

The end-to-end method is based on non-regional candidate, the two representative algorithms are the 

YOLO [8] and SSD [9]. They obtain candidate regions of the image by means of uniform segmentation 

operation. The method of comparing region candidates is faster and can implement the high accuracy of 

detection. 

3. Method 

3.1 Image preprocessing 

The task of image preprocessing is to capture each frame of the video, and remove the random noise of 

the image to separate the background and foreground objects. At present, the background extraction methods 

for still cameras mainly include background subtraction [10] and frame difference method. The disadvantage 
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of the background subtraction is that the background image needs to be preprocessed in advance, and it is 

extremely sensitive to environmental changes such as light. The frame difference method is to perform the 

difference between two adjacent frames. Since the change caused by the environment between the two 

frames is extremely weak, it can extract the shape features of objects more accurately. However, overlap 

occurs when the objects move too slowly. In this paper, it uses the method that combines frame difference 

and background subtraction to perform simple object detection and extraction. 

Since the vehicle video is about 25 frames per second. The background and the moving object's pixel 

points change more significantly, so it can consider that the brightness of a particular pixel satisfies the 

Gaussian distribution [10]. It lets (x,y) represent the coordinates of a pixel, the brightness of the pixel satisfy 

B(x,y) ~ Ν(μ, σ2), where μ denote the mean difference of the Gaussian distribution at a certain moment, and 

σ2 denote the variance of the Gaussian distribution. 

In the background model [11], each pixel has two parameters. The two parameters can define as: 
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By modeling each pixel in Gaussian method, it can calculate the mean and variance of each pixel in a 

period of time. The pixel points in the new frame image are used to differentiate with the corresponding pixel 

points in the Gaussian background. It is considered to exist the target object if it exceeds a threshold, and the 

background is considered if the value is lower than the threshold value. This completes the modeling of the 

background. 

                     (   )      (   )      (   )                                               (3) 

By this way, it removed the similarity between the two frames. Each pixel in the obtained difference 

image is fitted with the corresponding Gaussian model. It adjusted the background model, and detected the 

specific target with the background subtraction [12]. 

The current object detection methods applied to practical projects incorporates a variety of existing 

algorithms. The advantages of multiple models can improve the performance of object detection. The 

advantage of applying the hybrid method of frame difference and background subtraction in this project is 

that it can significantly improve the accuracy of detection for the target object and avoid environmental 

interference. In the current study, there are still many problems that need to be further resolved. 

3.2 YOLO network 

YOLO network is an improved CNN [13]. The whole network mainly consists of convolution layers, 

pooling layers and full connection layer. YOLO network is an end-to-end object detection algorithm, which 

integrates the three processes of generating candidate regions, extracting regional features and classifying in 

object detection [14]. Compared with traditional methods, YOLO can implement the object detection of 

images quickly. 

The YOLO network is shown below, including 24 layers. Where, the L
(3)

  layer to the next layer and is 

similar to the L
(1)

 layer and the L
(2) 

layer. There are two convolution layers and max-pooling layers appearing 

alternately in each layer in YOLO network. The convolution kernel of all convolution layers are size=3, 

stride=1, pad=1. The activation function is ReLU(). All the max-pooling layers are size=2, stride=2. The 

output layer is a tensor with 7*7 (5*5+5) dimensions. The framework of YOLO network shows as Figure2. 
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Fig. 2: The framework of YOLO network. 

3.3 Loss function 

It uses the sum of the squared errors (SSE) as the loss function [15]. The YOLO algorithm divides 

images into S*S grids, and the output of each grid is (B*5+C) dimensions, which include the location 

information, the confidence of the border box[16], and the number of categories. However, these factors 

have different effects on the accuracy of the object recognition of vehicles. In addition, many of the 

segmented grids do not contain objects. It is that the confidence of the boundary boxes built by these grids is 

0. In general, the gradient in the training process of such grids is much higher than the grids containing 

objects, which will lead to unstable training and easy divergence [17]. For these objects, it sets different 

weights for different grids. The α_coord represents the weight of the grids which contain the center of an 

object, which is equal to 5. The α_noobji represents the weight of the grids which have no object. 

As for the error of size and position of the boundary frame, the effect of size is more sensitive. Therefore, 

it replaces w, h with the √ ,√ . It specifies that each border box only select one object. In detail, it 

calculates the value of IOU of the current bounding box and all reference bounding boxes, and selects the 

object with the maximum IOU value as the object detected by the current bounding box. The loss function is 

as following: 
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where,    represents whether contain an object in the center of grid i. if contain an object that the    is 1, 
otherwise it is 0.     represents whether the object exists in the boundary box j of the grid i. If so it is 1, 

otherwise it is 0. 

In the training process, it used the gradient descent method with small batches and impulse to converge 

quickly. Based on the derivative of the loss function, it used the inverse propagation method to update 

parameters continuously until the value of the loss function converges. The updated formula as follows: 

                       𝑀𝑤( )  𝜇𝑀𝑤( )(𝑡  1)  𝛽(
𝐿(𝑡)

𝑤(𝑙)  𝛾 ( ))                                             (5) 

 

                                ( )    ( ) (𝑡)   𝑀𝑤( )                                                         (6) 
 

where,  ( ) (𝑡) represents the impulse of  ( ) in the t time; 𝜇 represents the rate of the impulse; 𝛽 represents 
the learning rate and 𝛾 represents the weight attenuation. 
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It uses the impulse of the previous iteration to calculate the current impulse, which can avoid falling into 

the local minimum and converge faster. 

4. Experiment 

In this section, it uses several data sets and comparative methods to experiment [18]. It uses different 

evaluation metrics to describe the experimental results in detail, and then demonstrates the effectiveness and 

adaptability of our method. The main equipment of the experiment include: E5 processor, four-channel GPU 

(GTX-1080) and 64 GB memory. The algorithm implements by Python programming language and deep 

learning framework of tensorflow. 

4.1 Data sets 

The data sets were from surveillance video of urban smart transportation. It preprocessed surveillance 

video by a combined method of the frame difference method and background subtraction. It collected 6,000 

images with a resolution of 1280*720. There are 4,000 images in the training set and 2,000 in the test set. In 

the training set, we marked 6428 positive samples for 20 categories of vehicles including cars, buses, trucks, 

etc. In the meantime, it also marked 8245 negative samples for 5 categories of other objects including 

motorcycles, pedestrians, etc.  

It uses the samples with labels to train model, then inputs the surveillance video into the model. It gets 

the vehicle category and location information and implement the object detection in real time [19]. As shown 

in the figure3 below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Vehicle detection image. 

4.2 Evaluation metrics 

It used the accuracy rate and recall rate to evaluate the experimental results. Besides, calculates the IOU 

values of the detection boundary boxes and the reference boundary boxes to judge whether the result is true 

or false. 

I   {
      𝑡   

              
                                                                 (7) 

The accuracy rate and recall rate defines as: 

                    
  

     
                                                                      (8) 

                   
  

     
                                                                         (9) 

where, TP, FP, and FN respectively represent the number of real cases, false positive cases and false negative 

cases. 

4.3 Baseline methods 

The approaches compared to our model as follows:. 
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1 Slide Window: Divide the image into several grids and use the sliding window to extract the features 

of each grid and predict the categories of objects respectively [10]. 

2 CNN: Image features are extracted by convolution operation, according to color, edge, texture and so 

on [16]. 

3 RCNN: Divide the image into several local areas, and input these regions to the CNN and get the 

regional features, then take them to the classifier to concludes that the area is an object or background [17]. 

4 Faster R-CNN: On the basis of RCNN, the extracted feature areas are mapped to the feature map of the 

last convolutional layer of CNN so that extract the feature of images only by once [6]. 

5 SSD: Different scales of feature mapping is extracted from the output of different layers. Divide the 

meshes into different scales and conclude the object categories in the grids [9]. 

4.4 Results and analysis 

In the experiment, it used five data sets to test the performance of the algorithm and respectively 

obtained the precision rate, recall rate and the frames of recognition per second (FPS) of the YOLO 

algorithm and baseline methods from different data sets. It respectively calculated the average of each 

evaluation metric in the different data sets, as shown in the Table1. 

Table 1: experimental results of evaluation metrics 

Algorithm Precision (%) Recall (%) FPS(f/s) 

Slide window 70.59 72.91 1/15 

CNN 80.82 78.38 3/10 

RCNN 84.19 83.69 2 

Faster R-CNN 83.96 82.65 6 

YOLO 88.34 86.22 30 

SSD 86.82 84.10 25 

As can seem in the Table1, the YOLO algorithm can recognize 30 frames per second, far more than 

other baseline methods. The traffic surveillance video plays at a speed of 25 frames per second, so the 

YOLO method can realize real-time object detection if the device allows. Compared with other algorithms, 

the precision rate and the recall rate of YOLO algorithm can achieve better results, especially in terms of the 

recall rate. In the experiment, in order to ensure the real-time performance of YOLO algorithm, it sets the 

grid parameter S equal to 8. Therefore, it reduces the recall rate in some degree, because it may miss any 

object without in the center of the boxes. 

Table 2: The precision rate of some categories of positive samples 

Algorithm car trunk bus 

Slide window 65.35 70.26 68.65 

CNN 81.88 75.38 79.98 

RCNN 75.38 80.21 85.36 

Faster RCNN 76.24 84.32 85.32 

YOLO 87.64 84.58 89.99 

SSD 80.25 84.29 83.58 

 

Table 3: The precision rate of some categories of negative samples 

Algorithm motor person 

Slide window 68.34 72.16 

CNN 80.21 72.31 

RCNN 82.52 85.33 

Faster RCNN 74.81 80.25 

YOLO 81.21 88.42 

SSD 76.82 80.16 
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It counted the precision rate of some categories including positive samples and negative samples in 

Table2 and Table3. From Table2 and Table3, it can see the precision rate of some kinds of categories by 

using different algorithms. Compared with other algorithms, the precision rate of YOLO algorithm for 

different objects is higher obviously. From the perspective of the recognition for different categories, the 

precision of the car and bus types are significantly higher than the trunk. It has a relationship with our data 

sets. The probability of the emergency of the cars and bused in our surveillance video is bigger than the 

trunks. With more number of samples with tags, it can train a more accurate model. The two categories of 

motors and person are similar. There are more negative samples in the data sets, and the precision rate of 

negative samples are higher than the positive samples. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: The precision rate of data set 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: The recall rate of data set 

 

As can be seen from Figure4 and Figure5, YOLO algorithm and other baseline methods show an upward 

and stable trend in both precision rate and recall rate as the number of samples change from 2000 to 6000. 

When the number of training samples are small, the model is underfitting. With the increasing of the number 

of samples, it can make the model more fit the distribution of samples. When the number of samples reaches 

6000, the model begins to converge essentially. The YOLO algorithm is always  the best results in different 

cases. 

5. Conclusion 

This paper proposed a novel object algorithm for object detection in video based on YOLO network. The 

method combined the frame difference method with background subtraction to filter out the background of 

the images to improve the efficiency of detection. Then trained the deep learning network model based on 

YOLO to object detection and obtain the object categories and location information. The method made full 

of the advantages of traditional methods and deep learning techniques, and ensured the accuracy and speed 

of object detection. Compared with existing algorithms, the algorithm can implement high accuracy based on 
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deep learning network, and reduce the time consuming greatly for image detection. The algorithm can 

implement the object detection of video in real-time, and obtain object information quickly and accurately. In 

the future, it will further optimize the YOLO network to improve the recognition accuracy and shorten the 

time of detection. 
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