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Abstract. Autonomous vehicles have been hot topics in recent years. It is very important to sense the 

environment for autonomous vehicles. There are many sensors can be used to sense the environment 

including camera, sonar, radar, LiDAR and so on. Especially  LiDAR [1-3] is a device with h igh accuracy, 

high precision and fast characteristics that can capture the distance and contour of object precisely and 

quickly. It can get 2.2 million points per second and the scanning range is wide. LiDAR can scan the 

environment from 0.3m to  100m, the scanning horizontal angle is 0° to 360°, and the horizontal resolution is 

0.08°. The vertical angle is -15° to 15°, and the vertical resolution is 0.4°. Therefore, LiDAR is a good choice 

for autonomous vehicles application. Besides, the technology of neural network is maturing  day by day. It is 

good in object recognition and semantic segmentation. Therefore, we propose a method to use LiDAR, color 

image, and neural network to detect the environment. The scheme pre-processes point cloud data and color 

image at first. Then we use neural network to ext ract drivable roads and cars. Finally, we combine point 

clouds and neural network outputs to mark the road and car on point clouds by mapping algorithm. Besides, 

we also propose the hardware design with multiple neural network functions in our system. 
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1. Introduction  
LiDAR is optical radar that combines many advantages. It has changed the measurement methods in 

many areas, because it can reconstruct 3D space to get environmental information accurately and quickly. 

This advantage is suitable for self-driving applications. After using LiDAR to obtain three-dimensional 

information, how to apply this information is a difficult problem. Therefore, the purpose of this thesis is to 

use LiDAR's point cloud information combined with deep learning for road planning, and can reach 10 

frame/s (LiDAR acquisition speed) to match the speed of the car. 

Self-driving is a hot topic in recent years, but in fact, as early as the 1920s, there was a concept of 

self-driving. With the advancement of technology, such as computer vision, sensors and other fields, the first 

self-driving car appeared in the 1980s. Carnegie Mellon University promoted two programs of ALV and 

Navlab in 1984. In 1986, the Navlab1 robot came out, which has the ability of graphics processing, sensor 

information analysis and path planning capabilities. The sensors include gyroscopes, airborne radars, GPS, 

etc., which can reach 12km/hr at that time. In 1989, a self-driving car called ALVINN was on the Carnegie 

Mellon campus. In addition to using computer vision, sensors and other technologies, this car further 

combines artificial intelligence and completes the automatic driving task. By the time of the 1990s, the speed 

can reach 70km/hr. This car can be said to be the ancestor of self-driving and the first time uses Artificial 

intelligence into the self-driving car. Therefore, more and more companies are investing in self-driving 

research and development. In addition, self-driving is receiving more and more attention from governments. 

More and more countries are beginning to define themselves. In 2011, Nevada first passed the law that 

allows self-driving cars to travel on general roads, and some states have passed relevant laws. In addition to 

the United States, countries such as the United Kingdom and France have laws in place, therefore 

self-driving is growing faster and faster, and more and more people are investing. 
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Self-driving almost is a tendency, and most applications are using LiDAR as detection tool. The reason 

is that LiDAR can reconstruct the surrounding environment to avoid obstacle, therefore it is a very suitable 

tool for self-driving. However, we usually have various kinds of situation during driving. It is very difficult 

for us we to find an algorithm that can solve all these problems. In this work, we use the convolutional neural 

network as our proposal. Recently, artificial intelligence is mature technique, and deep learning can be used 

to solve some abstract problems that general algorithm cannot solve. Therefore, this paper hopes to use deep 

learning with LiDAR's environmental information to achieve the purpose of finding travelable road for 

self-driving application. 

2. Proposed Method 

2.1. Dataset 
In order to train point cloud data, we have to prepare a well-marked ground truth dataset. The database [4] 

provides a wealth of point cloud data and ground truth of road marking information. In addition, KITTI 

provides a well-calibration formula for matching the point cloud data and color image. The parameter x, y, z 

is the LiDAR three-dimensional coordinates and u, v, is color image two-dimensional coordinates. Then we 

match the LiDAR point cloud data and well-marked color image through formula (1) and get marking point 

cloud data. Next, we use the convolution neural network to train and classify the data. 
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2.2. System Architecture  
The system we propose has two major parts. The first part is the application of LiDAR data. After 

obtaining the point cloud, we will pre-process the point cloud data. Including data deletion and data format 

conversion, we delete point cloud data from the point outside the camera's view angle and converted into a 

form of size 224×224×3 to match the input of the neural network. This format can also reduce the amount of 

data processed time, so that we can improve the speed. Next, put the pre-process data into the path of the 

convolutional neural network, and use the output data of the convolutional neural network to judge the 

walkable path. The second part is to use the color image to find the car in the point cloud image. At the 

beginning, it must adjust the color image to match the input size of the neural network, and then use the color 

image as input of the neural network of the segmentation function. In the end, use the cut out color image of 

car to match with the coordinate point of LiDAR, and finally perform the matching of car and walkable path 

on the point cloud data. 

2.3. Network 
In the part of the neural network, in the past, the splitting began with the folding layer. The proposal 

starts from the folding layer, and adds the pooling layer to increase the reception field and the speed. 

However, the pooling layer will cause too much message loss and resulting in distortion in the restoration. 

The dilated convolution is one of the convolutional deformations, as shown in Fig. 1. While the expansion 

rate is two, the reception field of original 3 × 3 filter becomes the same range as the 5×5 filter, but only 9 

parameters are used, therefore proposal replaces the traditional neural network convolution layer and the 

pooling layer part with dilated convolution to enhance its performance. [5-6]. 

 

Fig. 1: Dilated convolution. 
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In addition to the dilated convolution, we refer to the pyramid scene parsing network to improve our 

architecture, also known as PSP Net. This architecture was released in 2017, which improved the 

architecture of the previous FCN-8s. It shows that FCN-8s restores the pooling layer 3, the pooling layer 4 

and the pooling layer 5 to the same size as the original image by means of up sampling, and then we can 

obtain previous information by this method. FCN-8s has better results than FCN in semantic segmentation. 

On the other hand, PSP Net is different from the network with FCN-8s. It replaces the addition of pooling 

layers with a stack and passes through a layer of convolution to the output. Experiments have shown that this 

network is better than the previous FCN. 

In the experimental data, both the dilated convolution network and the PSP Net have very good result, 

therefore we combine the both method in our neural network architecture. Initially, we adjust the input image 

to match the size of the neural network, and then use the image as input to the proposal neural network. 

There are many network architectures available in the CNN section, including Alex Net, VGG, Google Net, 

Res Net. In our proposal, we adopt a structure similar to VGG, and make some deletions in the architecture. 

In addition, proposal neural network removes the original pooling layer and leaves only one pooling layer to 

increase the speed of network. This strategy can also increase the reception field, but avoid losing too much 

information.  

Next, we add ReLU after each convolution layer, it can increase the variability of the entire network, and 

avoid the negative network from affecting the accuracy of the entire circuit. After passing through the neural 

network output, it enters the PSP Net architecture. Here, proposal changes the pooling layer of PSP Net to 

use the method of dilated convolution. The advantage of this method is that it can expand its reception field. 

When rate is equal to 1, the reception field is 3 × 3. When rate is equal to 2, the reception field is 7 × 7. 

When input is next layer, the reception field is 15×15. Therefore, we use the dilated convolution of three 

consecutive rate increases the reception field, and then superimpose the result of the dilated convolution with 

the feature map of the last layer of CNN. By stacking each of the different scales, we can obtain better global 

information of input. Finally, the three layers of convolutional layer and ReLU are gradually decoded, and 

then output of network obtain the marked feature map. 

3. Experiment Results 
In this section, we will compare the proposal neural network results in our paper with those of other 

papers. Our main comparison objects are the architectures of FCN-8s and FCN-16s [7]. Table I shows the 

comparison list of speed. Here we compare the same hardware conditions that the GPU is the NVIDIA 

GeForce GTX 1080 TI, and the dataset is the Cityscapes Valid Dataset. The input image size and output 

image size are all in the same condition, 224 × 224, and under this condition, the FCN-8s architecture can 

handle 11 images per second, and the FCN-16s has 12 images. In our architecture, 16 images per second can 

be processed and converted. The former handles about 0.09s and 0.083s per image, while the latter has a 

structure of about 0.0625s. If we add the time of the mapping, only our method can achieve 11 processing 

speeds per second, which can meet operating speed of LiDAR.  

Table I: Car Split Comparison 

 
Input 
＆Output 

 Image size 
Data Set GPU Speed 

Speed 
with 

Mapping 

FCN-8s 224×224 
Cityscapes 

Valid 

NVIDIA 

GeForce 

GTX 1080 Ti 

11  

frames/s 

8  

Frames/s 

FCN-16s 224×224 
Cityscapes 

Valid 

NVIDIA 

GeForce 

GTX 1080 Ti 

12  

frames/s 

9  

frames/s 

Proposed 224×224 
Cityscapes 

Valid 

NVIDIA 

GeForce 

GTX 1080 Ti 

16  

frames/s 

11  

frames/s 
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4. Conclusion 
This paper proposes a method of road and vehicle detection based on LiDAR point. The result is that we 

have 99% pixel accuracy in cutting cars and 92% in road detection. In terms of speed, we can achieve 16 

frames per second on our device. And with the time of Mapping, we can still achieve 10 frames per second, 

which is in line with LiDAR data acquisition speed. The system mainly uses 3D point cloud mapping color 

image to find the roads and cars in the point cloud, so that you can get the depth information from the objects, 

which is good for applications of self-driving. 
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