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Abstract. Time synchronization technology is a challenging area of research in wireless sensor network. 

The diversity of wireless sensor network leads to the diversity of demands on the time synchronization 

mechanism; therefore, it is impossible to use one kind of time synchronization mechanism to satisfy all 

application requirements. Due to its own characteristics, wireless sensor network needs special requirements 

in synchronization precision, synchronization scope, and energy consumption etc. This paper presents a 

lightweight and active time synchronization protocol for wireless sensor network, being called LATS for 

short. It ensures that the synchronization accuracy in practical applications meets the circumstances while 

reducing the energy costs as far as possible. Finally, the performance of this protocol is proved by experiment.  
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1. Introduction  

The wireless sensor network(WSN) consists of a large number of micro sensor nodes using wireless ad-

hoc mode [1], [2], it is known as one of the most important technology of the 21st century and widely used 

[3], such as utilities, environmental monitoring, patient health monitoring, smart home, etc. 

As with all distributed systems, an important problem of WSNs is time synchronization of all nodes. 

Many key technologies require the clock of sensor nodes are synchronized in the WSNs, such as data fusion, 

co-processing, low-power design, TDMA, synchronization, and other key technology sleep cycle all sensor 

nodes in the network requires synchronized clocks.  

The time synchronization requirements of WSN are very different with other distributed systems. Large 

size and node density of the network, thus requiring the synchronization protocol should be able to adapt to 

changes in the number of nodes, and the power of sensor nodes is very limited, so the efficient use of energy 

is also to be considered one of the main problem [4]. Currently proposed the famous time synchronization 

technology for WSNs is that the reference clock source for time synchronization to send messages to other 

nodes synchronized clocks via active way, such as RBS, TPSN, and DMTS. In fact, with respect to the 

reference clock source for those nodes that have very accurate clock do not require time synchronization. 

Therefore, the above time synchronization mechanism is bound to waste energy of nodes when sending - 

receiving time synchronization messages. To solve this problem, we propose a new protocol which called a 

lightweight and active time synchronization protocol (LATS) in this paper, it fully into account the 

characteristics of WSNs and less overhead, but also has better robustness and self-organization. 

2. Time Synchronization Protocol 
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The design of time synchronization protocol should consider many specific applications in WSNs, such 

as energy, accuracy, robustness and so on. In this section, we first detailed analysis of the various constraints 

of time synchronization protocol, then design a lightweight active time synchronization protocol and 

introduces the principle and implementation. 

2.1. The Time Synchronization Protocol of WSNs 

Widely used time synchronization mechanism are Global Positioning System (GPS) [5] [6] [7] and 

Network Time Protocol (NTP) [8] [9], but the main purpose of the two mechanisms is how to get high-

precision time synchronization, and the algorithm complicated and expensive. Due to the characteristics of 

WSNs itself which is required to reduce the synchronization algorithm complexity under certain 

synchronization accuracy, and to minimize the node energy consumption. Therefore, the traditional time 

synchronization technology is not applicable to WSNs [10]. Therefore, it need to trade-offs between 

accuracy and energy efficiency depending on the applications.  

2.2. The Time Synchronization Protocol of WSNs 
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Fig. 1: Peer to peer synchronization process 

As shown in Fig.1, node S is the node to be synchronized and tS is time of S; node R is the clock 

reference source node and tR is time of R, the synchronization process of LATS is as follows: 

Step 1: To be synchronized node S (sub-node) sends a time synchronization re-quest message 

SYNC_REQ to the clock reference node R (parent-node), and start time synchronization. 

Step 2: After node R receives the time synchronization request message from S, it is immediately send a 

start time synchronization message SYNC_ACK1 to S, and the body of SYNC_ACK1 without any contents. 

At the same time, the node R recording time T1 to send the message SYNC_ACK1 in the MAC layer. 

Step 3: After send SYNC_ACK1, then the node R packed time T1 previously collected into synchronous 

message SYNC_ACK2, then send SYNC_ACK2 to node S. 

Step 4: When node S receive synchronization message SYNC_ACK1, and record the time T2 was 

received message in MAC layer. 

Step 5: At time T4, after node S receive synchronous message SYNC_ACK2, then unpacked from the 

message body and get the time T1 and perform the following calculation: Δ=T2-T1. 

Step 6: So get the time difference Δ between the node S waiting for synchronization and reference clock 

node R, then node S adjust its own local clock according to Δ and synchronized with the clock reference 

node R. 

The LATS protocol full account of the transmission delay to critical path which synchronization 

messages from the sending node to the receiving node on.  

Firstly, rather than the other time synchronization mechanisms which passive to accept time 

synchronization from reference source, the nodes which need to be synchronized time initiative sends a 

synchronization message to the clock reference node in LATS protocol, this can avoid the situation which 

the node has very accurate but have to passively accept the time synchronization, so reducing the number of 

synchronization messages and saves power. 

Secondly, the clock reference node immediately sends a synchronization message to the node which 

needs to be synchronized after receiving the message, and this message body does not contain any 
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information, just tell the node that start time synchronization. Meanwhile, the clock reference node also 

recording own present time in MAC layer. This will eliminate the effects of send time delay and access time 

delay to the synchronization accuracy.  

Thirdly, since the distance between nodes mostly within 100 meters, the transmission time delay of 

message on the link nanosecond level mostly, therefore, the transmission time delay is negligible.  

Finally, as the father node immediately sent a second time synchronization message after the first 

synchronization message sent over, and deviation caused by crystal frequency negligible, so T3-T1=T4-T2. 

When treatment the second time synchronization message received from clock reference node, the errors 

may occur of time accuracy of node to be synchronized due to the deviation of the crystal. However, for 

lightweight applications this error can be ignored for practical application will not be affected. 

2.3. The Entire Network Time Synchronization Based on Layer Structure 

To establish hierarchical tree topology of time synchronization protocol which is established in the early 

stages of network deployment. First, the node that need to join the network sends network application, such 

as N2 in the following Fig. 2; Next, and nodes in network that agreed the application reply node N2. In fact, it 

may include Base Station, N1, N3 in the figure; Next, accordance with the requirements, N2 select the optimal 

node as its parent node in reply of all nodes. Specifically, it uses of simulated annealing algorithm [11] [12] 

to choose the parent node. The algorithm has characteristics such as high efficiency, robustness, versatility, 

flexibility and so on [13] [14]. The selection process of parent node by simulated annealing algorithm. In this 

case, the parent node is Base Station. Then, the node N2 with the parent node Base Station for time 

synchronization. The time synchronization of first layer nodes with the Base Station, and the time 

synchronizations of second layer nodes with the first layer nodes, and so on. This process continues until all 

nodes in network have the same time with Base Station. 

Base Station

N1 N2 N3

N21 N22

N211 N212

 

Fig. 2: The entire network time synchronization 

In the WSNs that the maximum number of hops is n of node, the total error of time synchronization is n 

times of the single-hop synchronous error in the worst case. As single-hop error may also be negative as 

positive in multi-hop network, therefore, the sum of the multi-hop synchronization errors can offset some of 

the single-hop error. The LATS protocol conducted a compromise between implementation complexity, 

energy-efficient and synchronization accuracy, and can be used in WSNs which requirement the time 

synchronization is not very high. 

3. Analysis of Results 

For the proposed LATS protocol, through experiments conducted detailed testing. Set reference_node is 

clock reference node, and request_node is synchronized node. The accumulated values of reference_node 

and request_node according to the local oscillator before the time synchronization, so the time curve is 

monotonically increasing. Then, due to the different initial time, the starting point of the two curves (i.e., 

initial phase) is different, in addition, two curves are not completely linear due to clock drift rate. In physical 

time at the scale of 18, request_node sends a request for time synchronization and reference_node respond to 

the request. After synchronization is complete, request_node time synchronization to the reference_node, 

and therefore have time curve after coincidence, so the two time curves coincide together. The curve as 

shown in Fig.3 that the LATS protocol is feasible and can achieve the purpose of time synchronization. 
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Fig. 3: Time synchronization between two nodes 

3.1. Single-hop Synchronization Error analysis 

Since the clock reference node and synchronization node still in accordance with their crystal cumulative 

time value respectively, it still will be deviations between the two nodes over the physical time. The time 

deviation curve between two nodes as shown in Fig.4 after synchronization as physical time goes on. 

 

Fig. 4: The time deviation between two nodes after synchronization 

As shown in above figure, the deviation between two nodes is 17.04 milliseconds after 12 scale (each 

scale is 5 minutes), and the deviation is 29.01 milliseconds after 2 hours (24 scale). Therefore, in order to 

maintain a relatively accurate of time and the node requires periodic time synchronization which the 

synchronous cycle needs to be designed according to actual application requirements. 

3.2. Multi-hop Synchronization Error analysis 

In wireless sensor networks, multi-hop error that must be considered. So build a tree topology of 8 layers 

in testing. 

  

Fig. 5: The time error of every layer’s respect to clock reference source after synchronization 
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As shown in Fig. 5, the synchronization error of nodes in every layers increases with the number of 

layers after the completion of the entire network time synchronization. In the experiment, the measured error 

between 8th layer and the 1st layer reference node is 17.06 milliseconds. 

4. Conclusion 

The proposed lightweight active time synchronization protocol first to build a hierarchy tree within the 

network, then start from the Base Station, a node between the adjacent layers pairwise time synchronization 

mechanism for time synchronization, all nodes between adjacent layers take pairwise mechanism for time 

synchronization. Finally, to achieve a time synchronization of the whole network. After testing over the 

corresponding hardware and software systems and complete the time synchronization. The LATS protocol 

with less overhead to achieve the accuracy required of the entire network time synchronization to prove that 

the protocol is feasible, and laid a good foundation for the practical application. Because of this work, the 

time synchronization mechanism will be further studied. Such as portability of protocol and need to consider 

the new technology of to obtain the time stamp from MAC layer that reduces the number of messages 

interactively and ultimately reduce the energy consumption of the synchronization algorithm. 
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