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Abstract. Many new research of virus detection appeared with the development of machine learning and 
artificial intelligence. The biggest drawback of traditional virus detection methods is that it’s powerless for 
unknown viruses and new varieties detection. This situation is gradually improved owing to the introduction 
of intelligent learning algorithm. Anyway, the existing virus detection methods still have some problems such 
as low detection rate and poor ability of anti-obfuscation. In order to solve these problems, this paper 
proposed a virus detection model based on artificial immune system and sub-graph pattern mining. First of 
all, we extract the semantic features of malicious files by unpacking process, static analysis and call graph 
construction. Then, convert it to DFS code Graph and carry on pattern sub-graph mining to get virus 
candidate feature library. Finally, use the negative selection algorithm to deal with the virus candidate feature 
library of malicious files and the feature database of benign files to get virus feature library. The 
experimental results show that the model has a high ACC value for unknown viruses and new varieties, with 
an average of over 97%. 
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1. Introduction 

With more business activities carried on the Internet, the network security needs more protection 
urgently. As the most destructive one in the Internet world, computer virus is becoming more and more 
intelligent and explosive under the driving of economic reasons. The traditional virus detection methods 
based on signature comparison is weak in detecting of new unknown viruses. People try to study a more 
intelligent detection method to deal with this challenge. 

There are many outstanding research achievements which take advantage of the main idea of machine 
learning and artificial intelligence technology, represent the cutting edge in the field of virus detection. Wang 
[1] proposed a signature extraction method of computer virus based on artificial immune system and code 
relevance in 2011. Because it used the traditional byte code as identifier of virus, its ability of detecting virus 
variants and anti-obfuscation reduced greatly. Li [2] present a string matching processing unit (SMPU) for 
virus semantics with regular expression in 2012, which get a good outperforms in patterns match. In 2013, 
Santos et al[3] extracts sequence of operation code as grammatical features, and contrasts the effect of 
different virus methods which used statistics, KNN algorithm, SVM, Naïve Bayes and other data mining 
algorithms respectively. His work provided much reference and guidance for later researchers. Suha [4] 
proposed a virus detection method based on clonal selection algorithm in the same year. In 2016, YuJie et 
al.[5] improved the KNN algorithm and proposed a method of virus detection based on sequence mining, and 
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achieved good accuracy detection. Then, Aya Hellal et al [6] proposed a graph pattern mining algorithm 
called MCFSM which achieved a good true positive while maintaining a low false positive partially. But the 
drawback of this approach is that it’s utility dependent on training sets and fluctuated greatly. In addition, 
some achievements have been made in the detection of  intelligent hardware loophole[7], network virus[8,9] 
and cell-phone virus detection[10] under a specific platform.  

This paper proposed a virus detection model based on artificial immune system and sub-graph pattern 
mining algorithm. It provides a fast and effective virus detection scheme, which ensures high detection rate 
while maintaining a low false alarm rate. Experiments show that, with the different condition of mixture ratio 
of malicious files and benign files in the training sets, the model always guarantee a high ACC value of 97% 
on average. The lowest correct detection rate was 95%, and the highest value reached 98%. 

2. Virus Detection Model 

Based on the negative selection algorithm and the gSpan algorithm, a virus detection model is proposed, 
and its technological process is shown in Figure1.  

 

Fig. 1: The architecture of the virus detection model. 

 

 

Fig. 2: Assembly code partition example. 
At first, do unpacking operation and static analysis for computer virus and benign file respectively, and 

get the decompile file as shown in Figure2. Remove the address part of each file and only leaving the 
operation code and operands with the format processing script. Take its result as input of algorithm1 to 
construct call graph. Then, convert call code graphs into DFS code graphs in accordance with the definition 
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of DFS code in [6]. Next, run improved gSpan algorithm to mine isomorphic sub-graph pattern mining to get 
DFS code sub-graph pattern. Inspired by artificial immunity system, we used negative selection algorithm to 
deal with characteristic sub-graph pattern set to get final virus detection feature sub-graph pattern library. So 
far, the training phase has finished. Take suspicious file unpacking, decompile, constructing call graph and 
constructing DFS code graph. Contrast DFS code graph with virus feature pattern library to get the matching 
degree, and get the test result. 

The prototype of algorithm1 is the transform algorithm in [11]. The main improvements is add internal 
recursive investigation of procedure call at line 24-28. 

 
After dealing with algorithm1, the semantic features of file are represented as behavior call code graph 

which just as shown in figure3. 

 
Fig. 3: Examples of call code graph 

1394



 
Algorithm2 made some adjustment of gSpan algorithm [12] in the DFS code comparison rules. This 

improvement makes the time complexity of DFS code comparison decrease fromO(n2) to O(n). The details 
are just as follows: 

Take all process above-mentioned for the malicious file and benign file in training set and get final virus 
features library. For the suspicious file detection process, we need to carry out the same processing for it to 
get the DFS code graph. Compare it with virus characteristic pattern library to obtain test result.   

3. Datasets and Results 

Our experiment got 3259 malware programs from VX heaven (http://www.vxheaven.org/). Beyond that, 
we collected 810 benign files from the platform of windows. There are two groups of experiments in this 
paper. All experiments were performed on a computer with windows 7, with a core is i7 CPU of 4*2.0GHZ, 
and 8GB of memory. All of this two groups experiments were performed on a computer with windows 7, 
with a core is i7 CPU of 4*2.0GHZ, and 8GB of memory. And the main evaluate measure as follow: 

 True Positive (TP): the number of malware correctly recognized 
 True negative (TN): the number of benign files correctly recognized 
 False positive (FP):the number of benign files recognized as malware 
 False negative (FN):the number of malware recognized as benign files 
 Detection rate (DR):  FNTPTP /  
 False positive rate (FPR):  FNFPFP /  
 Accuracy (ACC):(TP+TN)/(TP+TN+FP+FN) 
 

Table1 shows the values of DR, FPR and ACC at different ratio of training malware and training benign 
files. This experiment result got with 250 malware and 60 benign files as test sets. The value of DR reached 
the minimum when the training set has 500 malicious files and 150 benign files. The maximum of DR 
attained with 2500 malicious files and 500 benign files, which gained 100%. 

 
Table I: DR, FPR and ACC using Different Training Sets 

Malware/Benign file DR FPR ACC 

500/150 0.97 0.15 0.95 
1000/250 0.98 0.08 0.97 
1500/350 0.98 0.10 0.97 
2500/500 1.00 0.13 0.97 
3259/810 0.99 0.05 0.98 

 
Table1 shows the trend of ACC value. Within certain range, the number of malicious software in training 

set increases, the ACC is also increased. There is a positive association between them. 
 

Table II: DR, FPR and ACC with Different Testing Sets. 
Malware variant/Benign file DR FPR ACC 
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3/33 1.00 0.09 0.92 
5/35 1.00 0.06 0.95 
7/37 0.86 0.05 0.98 
9/39 1.00 0.03 0.98 

 
Table2 shows the result of the second group experiment. Firstly, extracts a number of computer virus file 

randomly in training sets to confuse. Confused files are treated as a new variant of the malicious file which 
used as the input for test phase of model. The virus feature library used in this experiment is obtained with 
condition of training set is composed of 3259 malwares and 810 benign files. Just as above shown, three 
groups got 100% DR value while only one group is 86%. It means that only one virus variant was failed to 
be detected successfully. Generally, the model has great ability to anti-obfuscation. 

 
Table III: The DR and ACC with Different Methods. 

Methods AVG(DR) MAX(DR) AVG(ACC) MAX(ACC) 

Proposed method 0.98 1.00 0.97 0.98 

Hellal et al.(2016) 0.94 1.00 0.89 0.92 
Fan et al.(2016) 0.96 0.96 0.94 0.95 

Wang et al.(2011) 0.95 1.00 0.95 0.99 
 
As shown in Table3, the virus detection model proposed in this paper is superior to the other three 

methods on performance of DR. The average value of ACC was higher than the other three schemes while 
the highest value of ACC was 0.98 which slightly lower than Wang’s 0.99 in 2011 unfortunately. 

The horizontal axis represents the measures, and the vertical axis indicates the value of items. The defect 
of maximum of ACC, which more intuitive in figure4, is further to research and optimization. 

 

 
Fig. 4: Comparison of experiment result with different methods 

4. Conclusion 

This paper has presented a virus detection model which based on the principle of artificial immune 
system. We proposed a better call code graph construction strategy and a better comparison rule of DFS code. 
It turns out that our virus detection model has a good anti-obfuscation power. The introduction of artificial 
immune increased the resolution of virus characteristic patterning database. We found that the performance 
index including detection rate, false positive rate, accuracy and anti-obfuscation achieve high level. 
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