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Abstract. For a multi-sensor target tracking system, when the measurement noise of all the sensors are 

uncertain, this paper presents a kind of algorithm to estimate the parameters and noise statistics information. 

This algorithm consists of 2 steps, the first step is to use the recursive least squares method to get the 

estimations of the model parameters, the second step is to use the correlation function method to get the 

estimations of the noise statistics. The convergence of this algorithm is proved by mathematical method. An 

example is given to show the effectiveness of this algorithm. 
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1. Introduction 

Multi-sensor information fusion theory is also called multi-source information fusion. In order to obtain 

the optimal estimation of the state and other related information, each source’s information is combined by 

certain algorithm[1]. Multi-sensor information fusion theory has been widely used in military command, 

control, communication and target tracking systems. In the target tracking problem, the main question is to 

get the optimal estimation of the position, velocity and acceleration of the target. In general, the state space 

equation can be used to describe the changing law of the state of the target, and the observation equation is 

used to describe the relationship between the observed results and the actual state[2-5]. Filtering the signals 

from the observed results of noise pollution is key problem of the estimation. In the past target tracking 

references like [9-16], in general, the estimations of the measurement noise statistics are not considered. But 

in the real applications, when the target is in a complicated environment such as the extreme temperature and 

humidity, the measurement noise statistics are always different in the whole filtering process[17-19]. So it is 

necessary to estimate the statistical information of the measurement noise of every sensors before the 

filtering process. For the multi-sensor target tracking system with unknown noise statistics, this paper 

presents an algorithm to get the estimations of the measurement noise. This algorithm consists of the 

recursive least square method and correlation method. We prove the convergence of this algorithm by 

mathematical method. An example is given to show the effectiveness of this algorithm. 

2. Problem Formulation 

We assume that the state equation could be described as the AR model form, it has 

1( ) ( ) ( )A q s t w t   
                                                                              (1) 

The observation equation is 

( ) ( ) ( )+ ( ), 1, ,i iy t s t v t u t i L  
                                                           

(2) 
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where t is the sampling time, and ( ) ns t R  
is the AR model signal, L is the number of the sensors, ( ) mi

iv t R  

is the measurement noise, u( )t  is the control law,
 

1( )A q

 
is a polynomial with the form    

   1 1

1( ) 1 ... n

nA q a q a q                                                                          (3) 

1q  is the delay factor, 1 ( 1) ( )q x t x t   . 

Assumption 1. ( )iy t ( 1, ,i L ) is bounded. 

Assumption 2. The polynomial 1( )A q  is stable. 

Assumption 3. The parameters of 1( )A q  is unknown, the measurement noise variance of every single 

sensor is unknown. 

With the assumption1-3, the question is for a target tracking system, how to get the unbiased estimates of 
1( )A q

 
and the measurement noise variance. 

3. Algorithm 

3.1. The First Step 

Substituting (1) into (2), we can get 

1 1( ) ( ) ( ) ( ) ( ) ( )i iA q y t w t u t A q v t                                                           (4) 

We can define 

1( ) ( ) ( ) ( )i iz t A q y t u t                                                                    (5) 

1( ,..., )T

na a                                                                     (6) 

                      ( ) ( ( 1),..., ( ))T T

i i it z t z t n                                                                 
 (7)

 
1( ) ( ) ( ) ( )i ie t w t A q v t                                                              

 (8) 

(4) can be described by the least squares form 

                                
( ) ( ) ( )T

i i iz t t e t                                                                            (9) 

We use the recursive least squares method, it has the relationship 
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 (11) 

We use the method of taking the average of all the estimates of the sensors, so it has the relationship 

1 1

1

1ˆ ˆ( ) ( )
L

f i

i

A q A q
L

 



                                                                      (12) 

In (12), the subscript f means the fusion results by multiple sensors. 

3.2. The Second Step 

Due to the assumption 1, we know ( )iy t  and ( )iz t  both have the ergodic property, according to the 

definition of the self-correlation function we have  

( ) E[ ( ) ( )]zii i iR k z t z t k 
                                                            

(13) 

According to (5), ( ), 0,...,zii aR k k n  could be obtained 

 2 2

1(0) (1 ... ) (0) (0)zii n yii uR a a R R                                                 (14) 

0

( ) ( ) ( )
an

zii j j k yii u

j

R k a a R k R k



                                                     (15) 

( )u t  is control law which is described as the form 

1 1

1( )=B( )m(t)=(1 ... )m(t)b

b

n

nu t q b q b q
                                         (16) 

The order of 1B( )q  is 
bn  which is less than 

an , we set ( )u t  as a linear time series to deal with the 

changes of ( )iy t . The functions(14) and (15) constitute a set of linear equations. 

According to (4), we have the functions  
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2 2(0)zii w viR   

                                                                

(17) 

2( ) 1,...,
n

zii vi u u k a

u k

R k a a k n 



  ，
                                                

   (18) 

The estimations of 
2

w  and  
2

vi  could be solved in (17) and (18), we can remark them as  
2ˆ
w  and  

2ˆ
vi . 

2ˆ
vi  is the estimation of the  statistics of the measurement noise. 

Theorem 1 Optimal Kalman filter For the multiple sensors system with the assumptions 1-3, the noise 

statistics of every single sensors  estimated by the algorithm have convergence to the real values.  

Proof: From(5)-(7), according to the convergence of the recursive least squares method, we can get 

 ˆ
i t  , t  , w.p.1                                                            (19) 

w.p.1 is short for “with probability 1”. According to the consistency of the elementary mathematics, the 

fusion estimates also have the convergence to the real values, so we have                 

 ˆ
f t  , t  ,w.p.1                                                 (20) 

In (20),   can be replaced by 1( )A q , so we have 

1 1ˆ ( ) ( )fA q A q  , t  ,w.p.1                                              (21) 

According to the ergodic property of the correlation function, and ( )u t  is a linear time series, from (14) 

and (15), we can get  

2 2ˆ
vi vi  , t  ,w.p.1                                                 (22) 

So we can get the estimates of measurement noise have convergence to their real values.  

4. Example 

We consider about a 3-sensors target tracking system which has the forms as (1) and(2) 

1( ) ( ) ( )A q s t w t   
                                                                (1) 

( ) ( ) ( )+ ( ), 1, ,i iy t s t v t u t i L  
                                                   

(2) 

We suppose the order of the polynomial 1( )A q

 
, 2an  , the parameters 1 0.9a 

 , 2 0.66a 
, 

2

1 0.1v  ,
2

2 0.2v  ,
 

2

3 0.3v  . We use matlab to simulate this example, the simulation results show the 

effectiveness of the algorithm. In these figures, the straight lines say the real value, the solid-line curves say 

the fusion value, the imaginary curves say the local value. We can see that in the figure1-4, the estimations 

all have convergence to the real values.  

 

        

Fig. 1: The curve of the estimates of  1a and 2a .                         Fig. 2: The curve of the estimate of  2

1v . 

                        

Fig. 3: The curve of the estimate of  2

2v .                            Fig. 4: The curve of the estimate of  2

3v .
 

5. Conclusion 

For the multi-sensor target tracking system, when the statistics information of the measurement noise  

are uncertain, in order to improve the accuracy of the measurement noise statistics, this paper presents a kind 
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of algorithm. We prove the convergence of this algorithm by mathematical way. An example is given to 

simulate some figures shows the effectiveness of this algorithm, in these figures, we find the estimations all 

have good convergence to the real values, which shows the good effectiveness of this algorithm 
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