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Abstract. In order to solve Denial-of-service problems in Content-Centric Networking (CCN), we develop 

an analytical model by using queuing theory and consider several important parameters of CCN such as 

request rate, TTL of PIT entry, the size of CS, finally we use MATLAB to simulate the effect of these 

parameters on the probability of Denial-of-service and make a brief analysis. Our simulation results show 

that if we control rate of interest requests, as well as a reasonable set of CS size and TTL of each PIT entry 

according to different requirements, we could effectively mitigate the damage of Denial-of-service on CCN. 
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1. Introduction 

With the rapid development of Internet-scale and its original design flaws increasingly showing, 

IP network is facing new challenges in content delivery and architecture. Traditional Internet is a kind of 

communication model for the center with the host address, which is relatively rigid and difficult to realize 

the nearest access to and transmission of network information / content, resulting in low utilization of 

network resources and unsatisfactory quality of service. Content Centric Networking(CCN)[1-6] is one of 

the most promising candidates for Future Internet Architecture Program, it makes the content itself become 

the main means of communication networks, that we focus on “what is” rather than “where”. 

In CCN, communication is driven by its receiving end, i.e., the data consumer. In order to obtain an 

effective content, a consumer needs to send out an Interest packet, which carries a name that identifies a 

desired content. Another special packet is a Data packet, which carries the real data of the desired content for 

consumers. In CCN, each node acts as a router function. In order to support data caching and adaptive packet 

forwarding functions, each CCN router maintains at least three core data structures shown in Figure 1: a 

Forwarding Information Base (FIB), a Pending Interest Table (PIT), and a Content Store (CS) [7]. CS 

module is a temporary cache of Data packets that the router has received, in order to meet future Interest 

packets request; PIT module stores all unsatisfied Interest packets, recording the Interest's name, incoming 

and outgoing interface(s). When a router receives a plurality of interest packets with the same name, it only 

forwards the first one upstream toward the data producer; FIB module is populated by a name-prefix based 

routing protocol, similar to the traditional forwarding table, and guides Interests toward data producers.  

In CCN, any consumer asking for the content needs to issue a corresponding Interest that carries the 

name of the desired content. Forwarding process at a CCN node is shown in Fig. 1: Whenever an Interest 

packet arrives, CCN router first time to check whether the contents stored in CS could hit it, if the answer is 

yes, then the router returns the Data packet on the interface from which the Interest came. Otherwise the 

router looks in its PIT to see whether there is already a corresponding PIT entry with the same name as this 

interest, and if a matching entry exists, it records the incoming interface of this interest into the PIT entry. In 
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the absence of a matching entry, the router will look in its FIB and forward the interest toward the data 

producer(s), and then both its name and incoming interface are recorded into PIT entry. Whenever a Data 

packet matching this interest arrives, CCN router first need to find the matching PIT entry and forward the 

data to all downstream interfaces listed in the PIT entry. Then these PIT entries will be removed, and cache 

the Data into CS. 
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Fig. 1: Forwarding process at a CCN node. 

 

CCN embeds security requirements into its protocol stack at the beginning of architecture design, 

compared to the traditional Internet "patch" type of trap network security policy, it has inherent advantages 

[8]. However, CCN similar to the traditional network, still can’t completely avoid some threat of network 

attacks, one of the most typical attacks is Interest Flooding Attack [9]. We know the computing resources 

and storage space of PIT entries are limited in CCN routers, attackers send a large number of malicious 

interest packets can exhaust the storage space of a PIT, so that the router cannot create a new PIT entry for 

storing interest packets and interfaces of legitimate user, resulting in PIT overflow and network congestion. 

According to different types of malicious interest packets, the attack can be divided into real interests 

flooding attack and fake interests flooding attack. Real Interest Flooding Attack issues interests with the 

name of the same prefix information, but its specific name information change constantly, that is, the 

attackers put a large number of content data packets into CCN networks through a similar "polling" approach, 

to achieve the purpose of malicious congested network links. Fake Interest Flooding Attack issues interest 

packets with nonexistent names to miss the CS hit at the CCN router, this kind of interests will not be deleted 

or be satisfied until the time-to-live (TTL) of PIT entry reaches, so when a large amount of such interest 

arrives, its memory space will soon be exhausted. Both the two kinds of Interest Flooding Attack can realize 

Denial-of-service and lead to severe service degradation, or even crash our entire network. 

2. Related Work 

Interest Flooding Attack as one of the major security threats of CCN, the research of its impacts and 

countermeasures are being hotspot in the field of network security. The authors in [10] propose a novel and 

flexible resource management system, and they add control fields in their scheme. According to a given 

objective function, it can be used to control caching resources and store the contents of high popularity, that 

consumers have a large number of popularity to get the desired content when CCN suffers Interest Flooding 

Attack. In [11], the authors summarize the form of network attacks may cause DoS to consumers in CCN, 

and briefly emphasize the Interest Flooding Attack. The authors in [12] introduce Poseidon: a framework for 

detecting and mitigating Interest Flooding Attack, it relies on both local metrics and collaborative techniques 

for early detection of interest flooding. In [13], the authors propose a Interest traceback mechanism, which 

traces back to the originator of the attacking Interest packets, whenever the size of PIT increases at an 

alarming rate or exceeds a threshold, Interest traceback process will be triggered. The CCN router sends out 

the spoofed Data packets, and they are forwarded back to the edge router, then it is notified that the host 

directly connected with this interface is an attacker. 

In [14-16], the authors analyze Interest Flooding Attack and put forward some countermeasures: In [14], 

they analyze the effect of different forwarding strategies on Interest Flooding Attack, to exploit the best 
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forwarding strategy that should be implemented in each CCN router when CCN is suffering DoS attacks. In 

[15], they propose a threshold-based detecting and mitigating (TDM) scheme to detect and mitigate denial of 

service against content source (DACS attack) based on the frequency that PIT entries in CCN routers expire 

and by implementing the rate limiter in each router. The results show that TDM achieves high detection 

ability and good effect on mitigating malicious traffic while bringing in small overhead on countering DACS 

attack. In [16], they derive a closed-form expression for the DoS probability for users suffering DoS-PIT in 

their analytical model, while several important factors of NDN networks, such as PIT size, TTL of each PIT 

entry, popularity of content, and cache size, are considered. Moreover, they demonstrate the accuracy of the 

proposed model on evaluating the damage effect of DoS-PIT by extensive simulation experiments, 

simulation results: the CS size can be set to about 16.7% of the total content items of Internet, and the TTL 

of each PIT entry can be set to about three times of the average RTT of Internet. 

In this paper, according to the content popularity distribution in [19] and the data transfer model of CCN 

in [20], we establish our analytical model for DoS. Compared with [16], we model the forwarding process of 

CCN by using the different mathematical queuing thought, and extend the scope of the model against DoS, it 

contains both DoS resulting from excessive legitimate requests and malicious requests, so our paper is a 

further reflection and expansion to [16].  

3. Modeling Denial-of-Service Attacks 

In this section we build an analytical model for Denial-of-service attacks. First, we make some 

reasonable assumptions for our model. Then we introduce some important parameters associated with the 

model and establish a basic model from the perspective of a single CCN router. Finally we extend our model 

for a single router to the range of CCN. 

3.1. Assumption 

(1) We only consider the original sketch of CCN as a case study, regardless of any other modification 

CCN, such as CCN with interest NACK mechanism. 

(2) In the modeling process, we choose the default persistent strategy for PIT: if a router PIT memory 

space has been filled with large number of interests in a short time, which resulting in PIT memory overflow, 

the new arriving interest packets will be rejected by the router. 

(3) We apply the content of CCN as a Zipf popularity distribution [19]. Suppose there are M content 

items in CCN, and they are equally divided into K classes of popularity, each content item is segmented into 

several chunks and has different sizes:  denotes the average content size in terms of number of chunks 

(chunks are fix sized). We assume content items of class k are requested with probability  
1, ,k k K

q


, hence: 

kq c k                                                                           (1) 
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(4) We assume interests arrive according to the Poisson distribution, that is, the request of interests is a 

Poisson process of intensity . According to [18], it is reasonable because the process of requests in CCN 

can be perfectly modeled with Poisson processes, although the whole Internet traffic characteristics coincide 

with long-range dependent [17], so we can model through Poisson process. 

(5) The working process of PIT in CCN routers coincides with the single service window queuing model 

of mixed M/M/1/n, where n is the queuing capacity of system. According to the nature of the Poisson 

process, the time interval of Poisson process obeys negative exponential distribution in stationary 

independent increments process, which corresponds to requirements of queuing model. In this model, the 

memory of PIT is n. When the PIT is filled, new arriving interests will be discarded if it does not hit the 

corresponding content in the CS. 

3.2. Model Parameters 

263263



In the modeling process, we need some important parameters to help us analyze, and these parameters 

will be used in our derivation below. Table 1 list these key parameters. 

Table 1: Parameters of Modeling Denial-of-Service Attacks 

parameters Definition 

k Class of popularity 

K Number of different classes 

M Number of different content items 

x  Cache size 

  Average content size in number of chunks 

kq  Popularity distribution for class k 

in  PIT size of the ith level router 

RTTt  Round trip time 

TTLt  Time-to-live of the PIT entry 

  Total rate of interest requests 

 k i  The rate of interest requests for content of class k at the ith lever 

routers 

 kp i  Miss probability for class k at the ith level router 

 P i  Probability that the ith lever router drops Interests with any class 

because of PIT overflow 

 kS i  Probability that issuing Interests of class k cannot be satisfied at 

the ith level router 

kR  Denial-of-service probability for issuing Interests of class k 

3.3. A Simple Denial-of-Service Attack Model for One Router 

We first derive packet loss rate of a single router in the steady state. In CCN, request aggregation can 

mitigate the damage of Denial-of-service attacks. In this paper, when Denial-of-service attacks occur, the 

attackers will choose different names corresponding to different content or the interest packets corresponding 

to nonexistence content, so we do not consider request aggregation when we build an analytical model for 

Denial-of-service attacks. 

 

 i

0 1

 i  i  i

   

1in  in

 
Fig. 2: State flow diagram of PIT of a CCN router. 

 

In the router of CCN, whenever an interest packet arrives and misses CS hit, it would be pended in the 

PIT entry, and then it would make the number of PIT entries incremented by one. On the contrary, whenever 

its corresponding Data packet of content arrives or the PIT pending time reaches its TTL, this PIT entry 

would be deleted and the total number of PIT entries would be reduced by one. We can easily model this 

process as a continuous time homogeneous Markov chain and assume the total number of PIT entry at the ith 

level router is in , the corresponding Markov chain is defined as follows: In the ith router, state 0 represents 

there is no interest record, state 1 represents there is an interest record, and by this analogy, state in represents 
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there are in interest records. State in means the memory resources of PIT entry are completely exhausted, and 

resulting in denial of service, the following interest packet will be dropped. The corresponding queue model 

is / /1/ iM M n , its state flow diagram is shown in Fig. 2. 

Because all the states are interoperability in the system, and the state is limited, so it must have stationary 

distribution. According to the knowledge of queuing theory, we can obtain the loss probability of the system 

as follows: 

 

n 0 1

1
=

1
i i
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n n
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                                                      (3) 

 

In equation (3),  i   . 

As the Table 1, we denote P(i) as the Probability that the ith lever router drops Interests with any class 

because of PIT overflow, which can be expressed as follows:  

 

  lossP i P                                                                           (4) 

Then, we deduce  iP . 

Based on [20], the stationary miss probability denoted as  kp i is as follows: 
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Now we deduce the  k i . In CCN, the interest packets arriving at each router may not totally arrive at 

its upstream router, because some of these interest packets may be satisfied by the CS hit or be dropped 

because of PIT overflow at the downstream router. So we can deduce the arriving rate of interest packets that 

requesting content of class k at the ith level router as follows: 
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Based on equations (5-7), the total rate of requesting interests that can enter PIT entry at the ith level 

router is      
1

K

k k

k

i i p i 


 , because only the requesting interests miss CS matching of the router, can it 

be recorded in the PIT entry. The requesting interests contain both legitimate interest packets and illegal 

interest packets. Illegal interest packets request nonexistence content, that is, it bypasses the CS directly into 

the PIT entry, its missed probability for class k is 1. 

We define the number of PIT entry (queue length) caused by the arrival interest into the router as L, and 

the average service time of the interest packets is t, so the constraint relationship between the two is: 

         
1

K

k k

k

L i p i t


  (8) 

On the other hand, the service time of each legitimate interest packet is RTTt , the time of interest packet 

timeout (including illegal interest packets and the unsatisfied legitimate interest packets). The queue length L 

can also be expressed as follows: 
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Based on equations (8) and (9), we can calculate the average service time of each interest packet as 

follows: 

      
1

K

RTT k TTL k k

k

t t i t i p i 


    (10) 

We denote the service rate as the average rate that PIT entries are deleted from router after hitting the 

corresponding data packets or its TTL arrives, so the relationship between  and t can be expressed as 

follows: 

 1 t   (11) 

If we set    
1

K

k k

k

i p i  


 , based on equations (10) and (11), we obtain, 
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From equations (3), (4) and (12),we can obtain： 
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3.4. Denial-of-Service Attacks Model for CCN 

Based on the conclusion of [20], we can see, both in the binary tree topology or line topology, the hit 

ratio (or failure rate) of interests requesting for different popularity content is consistent in the network cache. 

Therefore, we adopt a unified line topology to study related theoretical derivation work. Fig. 3 is a compact 

topology of CCN. 

1 2 I

content server

router

legitimate users

attackers  
Fig. 3: A small line topology of CCN. 

Denote the probability that issuing interests requesting for content of class k can’t be satisfied at the ith 

level router as  kS i , that is, these interests can’t be satisfied by any CS among all the downstream routers 

before the ith level router, and these routers don’t appear Denial-of-service, so it guarantees that interest 

packets don’t be discarded, such that they can be forwarded to the ith level router, but they are discarded till 

they successfully reach the ith level router. 

Based on the above analysis, we can obtain: 
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1 1
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As shown in Fig. 3, it has I levels of router in CCN. So we denote the Denial-of-service probability as
kR , 

which is defined as the probability that interests requesting for content of class k can’t be satisfied 

throughout the whole CCN, this parameter can reflect the damage degree of Denial-of-service on CCN. 

According to our analysis, 
kR is equivalent to the union set of dropping probability of interest packets from 

the first level router to the ith level router, so we can deduce it as follows: 
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 (15) 

Above all, we can act
kR as an indicator that quantify the harm degree of DoS attacks to CCN, it not only 

reflects the degree of malicious consumption of DoS attacks for network resource, but also reflects the loss 

probability of a network when DoS attacks occur. Obviously, the smaller value of
kR , the smaller loss 

probability of interest packets in CCN, and the service quality of network is better. Meanwhile, from the 

equation (13) to (15), we can see the change of some of the parameters will have a very important impact to 

the size of
kR . Therefore, if we can set network parameters scientifically and reasonably, it is possible to 

obtain better performance of network security, and also provide a theoretical basis for the safe deployment 

and application of CCN. 

4. Model Simulation and Analysis 

In this section we will analyze the theoretical model which we presented in the previous section by using 

MATLAB tools, including the impact of three parameters: the request rate of interest packets, cache size, 

TTL of the PIT entry. Then we are compared with the theoretical analysis results of Wang Kai. 

We set up 10 popularity classes of content, each class has 12 content items, and each content item is 

segmented into 10 chunks, namely we have a total of 1,200 content chunks. The average round-trip time of 

content acquisition is 0.3s, and the number of PIT entry is 15 in our CCN router. 

4.1. Probability of Denial-of-Service with Different Request Rates 

When we simulate the impact of request rate to
kR , the TTL of PIT entry is set to 1s, its cache (CS) size 

is 200 chunks, request rates are respectively set to 30 Interests/s,100 Interests/s,1000 Interests/s. Fig. 4 is the 

simulation results. 

 

Fig. 4: Probability of Denial-of-service with different request rates. 

From Fig. 4, we can see that DoS probability of this paper is much higher than Wang Kai’s model at the 

same rate, but the trend is consistent. In fact, illegal requests and excessive legal requests both can lead 
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Denial-of-service, there is only illegal requests in Wang Kai’s model, so we analyzes the impact of both 

requests on the DoS probability in this paper. Higher request rate can cause a larger DoS probability, when 

the request rate reaches 30 Interests/s, in addition to interests requesting content with the popularity of 1, 

interest DoS probability of others has reached more than 0.5, that is, more than half of the interest packets 

are discarded, by now the network service quality is very poor. When the rate is too fast, the effect of Denial-

of-service in this two methods is the same, namely when the rate is up to 1000 Interests/s, the two curves is 

basically the same, so our model has a better tolerance on rate. Therefore, whether the request rate or 

attacking rate, in a certain situation, they will have a great impact on the quality of network services, rate-

limiting can solve this problem in some degree, but speed has become the main melody of this world, the 

number of Internet users is increasing every day, only setting up an appropriate rate not only can meet the 

requirement of consumers, but also reduce the probability of Denial-of-service. 

4.2. Probability of Denial-of-Service with Different CS Sizes 

When we simulate the impact of the size of CS to
kR , the TTL of PIT entry is set to 1s, request rate of 

interest packets is set to 100 Interests/s, and the size of CS is respectively set to 20, 200, and 1100 chunks. 

Fig. 5 is the simulation results. 

 

 
Fig. 5: Probability of Denial-of-service with different CS sizes. 

From Fig. 5, we can see that when the CS size of a router is only 1.7% of the total content of the content 

server (CS is 20 chunks), the interest DoS probability is close to 1, but when the CS size of a router is 91.7% 

of total content (CS is 1100 chunks), the interest DoS probability of the high popularity is less than 0.2, 

which means, in this case, even if the network appears to Denial of service, the interest that requesting high 

popularity content is much more likely to obtain the appropriate content, the middle curve is the best 

memory size of Wang Kai’s model, that is the CS size of a router is 16.7% of total content (CS is 200 

chunks). We can’t see the best memory size only from three curves in our paper, but the result achieved by 

our model is basically the same as Wang Kai’s model. It can be seen that the model of this paper is also 

suitable for the Real Interest Flooding Attacks, extend the scope of the model. The larger cache space of a 

router, the stronger the ability that the router defense Interest Flooding Attack, so in order to resist and 

mitigate the harm of Interest Flooding Attack, the CCN router should have an appropriately bigger cache size 

in the case of network hardware conditions permit. 

4.3. Probability of Denial-of-Service with Different TTL of PIT Entry 

When we simulate the impact of the TTL of PIT entry to
kR , the size of CS is 200 chunks, the request 

rate of interest packets is set to 100 Interests/s, TTL of PIT entry is respectively set to 0.45s, 0.9s, 3s. Fig. 6 

is the simulation results. 
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Fig. 6: Probability of Denial-of-service with different TTL of PIT entry. 

In this paper, the results are concentrated, but the trend of curve is consistent. Namely, in the case of the 

same attack strength, the smaller TTL of PIT entry (the premise is that TTL must be greater than RTT), the 

lower the interest DoS probability, then we can have the higher success rate to obtain the corresponding 

contents. From Fig. 6, we can see our results more concentrated than Wang Kai’s model, when the attack is 

the Real Interest Flooding Attack, interest request is legitimate, some of the PIT entry can be eliminated 

before TTL reaches, so TTL has little effect for this kind of attack. Therefore, comprehensive two attacks 

and from the point view of mitigating the damage degree of Interest Flooding Attack, we can set a smaller 

value of TTL in the condition of TTL of PIT entry greater than RTT. In this case, we not only can ensure that 

the interest packets state of PIT entry will not be erased before the corresponding content arrives, but also 

can obtain a smaller interest DoS probability. 

Based on our simulation results and analysis, we know the best way to mitigate the damage of Denial-of-

service is to configure the larger CS and the smaller TTL of each PIT entry, and control the request rate of 

interest packets in Content-Centric Networking (CCN). Whether malicious or legitimate request rate, they all 

can cause denial of service in the network if we don’t control, excessive legitimate requests will cause 

network congestion, then packet loss will occur, and consequently lead to reduce the service quality of our 

network; while malicious requests can consume network resources, block the process of the network and also 

make the network lose interest packets, so it is necessary to control request rate. Meanwhile it is also 

necessary to reasonably configure the size of CS and TTL of each PIT entry in CCN routers. The larger CS 

size can cache the more content and the higher hit probability of interest packets, which makes legitimate 

users can get desired content in the network even if Denial-of-service appears; the smaller TTL of each PIT 

entry accelerates update frequency of each PIT entry, namely, PIT entry can be released quickly so that 

subsequent interest packets can enter into PIT entry, which can significantly mitigate the damage effect of 

Denial-of-service on exhausting the memory resource of PIT in the CCN router. 

5. Summary and Future Work 

In order to evaluate the damage of Denial-of-service attack in CCN, we build a theoretical mathematical 

model in this paper, and analyze the damage of Denial-of-service attack in theory. Finally, we simulated the 

probability of denial-of-service with different request rates, different CS sizes and different TTLs of PIT 

entry by using MATLAB. Comparing with Kai Wang’s model, this paper contains not only DoS-PIT but 

also network congestion caused by the too fast request rate. 

In this paper, we provided a method for the study of this type of Denial-of-service attacks and the 

theoretical basis for the security setting of controlling some parameters (e.g., request rate, CS size and TTL 

of PIT entry) of CCN router, but we have an absence of simulation verification with ndnSIM platform. For 

the future, our work is first using ndnSIM platform for simulation verification, and then extend this 
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theoretical model, so that it can depict more attack types, and put forward effective measures to limit the 

damage of this attack.  
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