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Abstract. With the integration of cores increasing, on chip network (NoC) latency and throughput 

get worse in traditional structures. This paper proposed a novel low latency hierarchical mesh-based 

network-on-chip (PHNoC) structure which uses three parameters to describe hierarchical topology 

for the size changing design, and three types of base clusters to construct multilevel structure. 

Experimental results demonstrated that the proposed structure had lower latency and higher 

throughput than traditional 2D mesh and conventional hierarchical NoC in different size systems, 

and the larger size the better performance it improved.  

Introduction 

International Semiconductor Technology Roadmap (ITRS) predicts that by 2025 the physical 

size of the circuit will be narrowed down to 8nm [1], which drives the number of processors, ASIPs 

and other modules integrated in the Chip multiprocessors (CMP) will be continuously increasing. 

Network-on-chip (NoC) provides end-to-end communication infrastructure for multicore systems, 

but needs more scalable and lower average network latency. How to improve the size of NoC while 

ensure good latency and throughput performance is hotspot study. The right topology for large size 

of CMP is fatal important. 

Conventional 2D topologies have limited path diversity and scalability lead to the bad latency 

and throughput performance when system nodes increased. 3D topology provides rich path 

diversity and lower network diameter, but high structural complexity and communication bottleneck 

of TSV [2]. Considering the complexity and resource constraints of Network-on-Chip design, the 

hierarchical interconnected NoC structure is a feasible solution. 

Related work 

Hierarchical NoC topology consists of local network and global network. Local network is the full 

connected PEs and global network interconnects the local networks by attaching upper rapid 

switching networks. The far-end messages can go through upper network to reduce the average 

latency. Hierarchical structure is also used in urban transportation such as the overpass, which 

reduces the waiting times of red lights and total traffic latency. Hierarchical interconnection 

structures can significantly reduce the hop count and provide better scalability, which is suitable for 

large size of CMP system [2]. 

Clustered structure, which determines the size of cluster and the concentration degree of 

upper-layer router, is regarded as the base of hierarchical topology. Winter M et al. [3] classified the 

clustered structures into two categories: real cluster structure and additional highway connections 

(AHC) structure. Real cluster structure (Fig.1a) 3x3 PEs is organized into one cluster and is 
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completely separated from other clusters. While the AHC structure, (Fig.1b) clusters are fully 

connected with each other. 

 

Fig.1: Two Types of Clustered Mesh Structure 

 

GiGaNoC, BusMesh, Hrbird Ring/MeshNoC [4] and Concentrated Mesh (CMesh) [5] adopt the 

real cluster structure, which makes good use of communication locality and reduces the network 

diameter. However, the poor connectivity of real cluster is the main drawback which leads to heavy 

load pressure and congestion of upper-layer routers. 

CHMesh [6] adopts AHC structure. Its underlying mesh is made up of 2x2 clusters and the 

concentration of upper layer router is four. Messages will be routed through upper layer when the 

distance of layer is shorter than that of base layer. AHC structure brings CHmesh better network 

connectivity and capacity which leads to 20% decrease of latency and 10% more throughput than 

CMesh. However, the concentration degree is still high which results in high complexity and 

congestion. In addition, the packages are not controllable whether to cross layers, which lead to 

unbalanced traffic load and poor utilization of network resources. 

What’s more, the throughput of CHMesh and CMesh decreases as network size increases. This is 

due to the fixed layers and concentration degree when system size grows, which leads to the change 

of traffic characteristics (especially the locality characteristics). Then, the unbalanced traffic load 

leads to large latency and bad throughput [7, 8]. 

Parameterized multilevel mesh-based NoC 

Considering the former disadvantages, this paper put forward parameterized hierarchical NoC 

(PHNoC), including multiple layers, clustered interconnections and structure parameters. There are 

several improvements: making use of AHC structure, decreasing the concentration of routers, 

controlling cross-layer conditions and the parameterized topology description. 

PHNoC parameters. Parameterized description of topology can facilitate the design of different 

size of NoC and the exploration of its design space. We designed three topology parameters. 

•layer count, total number of layers. 

•cluster-type in layer , ranging from 1,2,3. 

•latency-threshold in each layer . 

The “cluster-type” parameter chooses the type of basic cluster for each layer in hierarchical 

topology. Basic cluster structure determines the cluster size and concentration of routers, and is the 

cell of hierarchical mesh topology. Cluster size should not exceed 4x4 to prevent side-effects and 

the concentration of upper router should not be larger than 4, so that can reduce its complexity and 

max traffic load [3]. Therefore, three types of basic clusters (Fig.2) are designed, in which the first 

               

              a) Real cluster                           b) Additional highway connection 
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type consists of a 2x2 cluster concentrated to upper router with one link; the second type consists of 

four 2x2 sub-clusters concentrated to upper router with four links; the third type consists of a 4x4 

cluster concentrated to upper router with one link. 

 

Fig.2: Three Types of Basic Cluster 

The “latency-threshold” parameter controls the traffic load in each layer. One uniform threshold 

is kept by routers in each layer, represents the upper limit of message Manhattan distance in each 

layer, and determines the highest reachable layer of each message. The rational choice of 

latency-threshold should be made so as to balance the traffic load in each layer and improve 

resource utilization. 

PHNoC Structure design. The base of PHNoC is fully-connected PE network, the upper 

(except the top) layers are routers interconnected by three types of basic clusters. Routers in the 

same layer have the same latency-threshold used for controlling traffic. 

For the sake of good latency and throughput performance, we simulated various groups of structure 

parameters to explore PHNoC design space. Base on multilayer and the simulation experiences, we 

designed three typical topologies for 4x4, 8x8, 16x16 system respectively showed in Fig.3a,b,c. 

 

Fig.3: Three Size of PHNoC Topology 

Table 1 shows the specific parameters. The 4x4 size system has two layers while 8x8 and 16x16 

systems have three layers. In addition, the latency-threshold of 16x16 is larger than 8x8 systems. 

 

Table 1:  PHNoC Parameters in Three Sizes 
Size of  

the  

System 

Parameters 

Ln  iCl  
iLd  

4x4 2 1 3 

8x8 3 [1,2] [7,8] 

16x16 3 [1,2] [8,17] 

 
       a) 4x4                                                      b) 8x8 

 
c)  16x16 

Base level

Level-2

Base 
level Level-2

Base 
level

Level-2

 

a) basic cluster 1              d) basic cluster 2                  c) basic cluster 3 
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As for routing algorithm, we modified dimension order XY routing for PHNOC. XY routing is 

used separately in each layer, while the northeast node is set as the only access for cross-layer 

transmission so as to keep deadlock free [3]. 

PHNoC Structure analysis 

Table 2:  PHNoC Structure Analysis 

Topology 
System 

size 

Network 

diameter
 

Average 

network 

distance 

Router 

degree  

Total 

router 

number 

Links 

ratio 

Area 

ratio 

Mesh 

16 6 2.5 

4,5 

16 1
 

1 

64 14 5.25 64 1
 

1.2
 

256 30 10.625 256 4.29
 

0.86
 

CMesh 

16 4 1.35 

8 

4 16.8
 

0.75
 

64 8 2.75 16 1.18
 

1.05
 

256 16 6.745 64 1.18
 

1.10
 

CHMesh 

16 5 2.375
 

4,5,8 

17 1.05
 

1.13
 

64 8 4.15 68 1.28
 

1.04
 

256 12 10.035 272 1.32
 

1.20
 

PHNoC 

16 5 2.375 4,5 17 1.36
 

1.25
 

64 10 4.065 
4,5,6 

81   

256 12 9.25 324   

 

Table 2 shows the structure characteristic of PHNoC, Mesh, CMesh and CHMesh.  

The analyses show that the network diameter of PHNoC is much smaller than Mesh and 25% 

larger than that of CHMesh in 64 size system. However, due to multiple-layers and 

latency-threshold the average network distance is smaller than CHMesh in all three size systems.  

In addition, PHNoC has smaller node degree than that of CMesh and CHmesh. So, the traffic 

load per router in PHNoC shall be less than that of CMesh and CHMesh, from which we can 

deduce that PHNoC has the higher saturation point rate and better throughput than CMesh and 

CHMesh. 

PHNoC resource overhead analysis. A quadratic functional relationship exists between router 

area overhead and its node degree, described in (1), where the parameters A, B, C can be derived 

from Orion [9]. Then, we calculate the area overhead of router with different degree and their 

number respectively. Last two columns in table 2 show the normalized links and area comparison of 

PHNoC, CMesh, CHMesh with Mesh. 

2( )routerS Port A Port B Port C  g g


 

The maximum wiring overhead of PHNoC is 36% and 17.5% more than that of Mesh and 

CHMesh respectively in the same system size, and is far less than that of CMesh. The maximum 

area overhead of PHNoC is 25% and 10% more than that of Mesh and CHMesh respectively in the 

same system size. The node degree of PHNoC is small which indicates the complexity of router is 

small. 

Experiments 

Simulation experiments are implemented with HNOCS, an open source NoC simulator [10]. Rent, 

Uniform Random, Bit Complement, Reversal, Transpose traffic pattern were used. Rent traffic 

pattern is based on Rent rule which is closer to practical application [8]. 

We simulated PHNoC in 16, 64 and 256 size systems with different traffic patterns, analyzed and 

compared the results of average latency, throughput and zero load latency with those of Mesh, 

Cmesh and CHMesh. 

Fig.4 shows the average latency and throughput comparison under Rent traffic pattern in 16, 64 

and 256 size systems. PHNoC has the minimum latency and the maximum saturation point injection 
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rate. In the 256 nodes system, the saturation point injection rates of PHNoC are 23% and 19.3% 

higher than that of Mesh and CHMesh respectively. Throughput of PHNoC is 18.57% and 12.97% 

more than that of Mesh and CHMesh respectively. 

Fig.5 shows the throughput comparison under four compound traffic patterns. Under Transpose 

and Complement patterns, saturation injection rates of PHNoC are 77.9% and 65.6% higher than 

that of CHMesh and Mesh respectively. Under uniform pattern PHNoC has the worst throughput, 

and under complement pattern all the four topologies have low throughput. Because the destination 

of Complement pattern is calculated from the complement of source node number, which leads to 

large average distance, so as to uniform pattern. Under butterfly pattern all four topologies 

performed well, PHNoC showed no advantage. 

 

Fig 4: Average Latency & Throughput Comparison under Rent Traffic 

 

Fig 5: Throughput Comparison under Four Compound Traffic Patterns 
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c) Bit Complement                          d) Butterfly 

 

0.00 0.02 0.04 0.06 0.08

0

100

200

300

400

500

600

700

 

 

A
v
e

ra
g
e

 l
a
te

n
c
y
 (

n
s
)

Injection rate (flits/cycle/module)

 PHNoC

 Mesh

 CMesh

 CHMesh

0.00 0.02 0.04 0.06 0.08
-100

0

100

200

300

400

500

600

700

800

900

1000

 

 

A
v
e

ra
g
e

 l
a
te

n
c
y
(n

s
)

Injection rate(flits/cycle/module)

 PHNoC

 Mesh

 CMesh

 CHMesh

 
a) 64 nodes                          b) 256 nodes 

0.00 0.02 0.04 0.06 0.08

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

 

 

T
h
ro

u
g
h
p
u
t 

(f
lit

s
/c

y
c
le

/m
o
d
u
le

)

Injection rate(flits/cycle/module)

 PHNoC
 Mesh
 CMesh
 CHMesh

0.00 0.02 0.04 0.06 0.08

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

 

 

T
h

ro
u
g

h
p

u
t 

(f
lit

s
/c

y
c
le

/m
o

d
u

le
)

Injection rate(flits/cycle/module)

 PHNoC

 Mesh

 CMesh

 CHMesh

 
        c) 64 nodes                           d) 256 nodes 
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Fig. 6. Zero Load Latency Comparison of 64 and 256 Size System 

From Fig.6 we can see the PHNoC has smaller zero load latency than Mesh and CHMesh under 

all the traffic except Complement. Especially in 256 size system, the zero load latency of PHNoC is 

18.76% and 17.31% less than that of Mesh and CHMesh respectively under Rent traffic pattern. 

Due to zero load CMesh showed its advantage of high concentration structure and had the lowest 

zero load latency. 

 

Fig.7. Maximum Throughput Comparison of 64 and 256 Size System 

From Fig.7 we can see that PHNoC had significant improvements in maximum throughput, and 

the larger system size was the higher throughput it got. Compared with CHMesh, PHNOC 

improved maximum throughput by 75.5% and 38.3% under Reversal and Transpose patterns 

respectively. 

Conclusions 

This paper proposed parameterized hierarchical PHNoC to achieve low latency in different size of 

system (especially large-scale systems). Using three types of basic-clusters to construct multilevel 

and brings better network connectivity, while the latency-threshold can balance the traffic load in 

layers. Experiments showed that PHNoC improved performance a lot and the larger system size 

was the better performance it got. However, PHNoC has wiring and layout complexity; further 

study will be the optimized structure parameters and its implementation difficulties. 
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