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Abstract. Air pollution is severely injurious to human health, and hence short-term prediction for various 

air pollutants concentrations is beneficial for early prevention and travel planning. To reduce the 

contradictory information between time trend and variable correlation when predicting, the dual-channel 

feature fusion model is proposed. The model first obtains the time-series characteristic through the temporal 

feature extraction module based on TPA-LSTM, then captures the variable relevance with the structural 

feature extraction module aggregated GNN and LSTM, and finally integrates the two features by a fusion 

gate to realize forecast. Comparative experiments on air pollutants dataset from the state-controlled air 

station in Jinan by different models reveal that our method demonstrates superior properties. 
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1. Introduction

Air quality is one of the important environmental factors that affect human life and health. It depends on

the concentrations of various pollutants (NO, PM2.5, PM10, CO, SO2, O3, etc.). WHO estimates that 4.2 

million people die prematurely each year from exposure to outdoor (or ambient) air pollution. Therefore, air 

pollutants forecast in the short term can provide reliable information on future weather pollution, which 

helps governments to develop preventive measures and assists residents in formulating travel plans [1-2].  

Air pollutants forecast is an application of multivariate time series forecasting. Currently, the most 

prevalent method for it is Long Short-Term Memory network (LSTM) and Gate Recurrent Unit network 

(GRU). Y. Tsai et al. [3] exploited RNN and LSTM to make short-term prediction of PM2.5 concentration in 

the next 4 hours. J. Zhang et al. [4] proposed a CNN-LSTM model to predict future values by learning the 

changing laws of air quality data. Besides, the TPA-LSTM model [5] has become a favourable tool for 

multivariate time series forecasting. The concentrations of air pollutants not only depend on the change trend 

information contained in historical data, but also rely upon the comprehensive influence of variables such as 

meteorological environment and other pollutant concentrations. However, LSTM&GRU and its variant 

network neglect the correlations among variables. 

To sketch the relevance between variables, the graph method is employed as a powerful mathematical 

tool. S. Wang et al. [6] utilized external environmental variables such as weather conditions, temperature, 

and wind direction to develop a graph-based model, which could explore the long-term dependence of these 

variables on PM2.5 and realize predictions. But the graph method was limited by the predefined graph 

structure, so Z. Wu et al. [7] proposed an adaptive graph learning network (MTGNN). M. Jin et al. [8] used 

dynamic graph god ordinary differential equation (MTGODE) to further lower algorithm complexity. 

However, the graph method pays more attention to the influence between different nodes, and the extracted 

features contain less historical time information. 

In this paper, a dual-channel feature fusion model is presented to adequately obtain potential information 

from multivariate time series of air pollutants concentrations and reduce the contradictory information 

between time trend and variable correlation. The temporal feature extraction module based on TPA-LSTM is 

used to extract historical change features in the time direction. The structural feature extraction module 

integrated graph convolutional network and the long-short-term memory network is applied to conducting 

the structural correlations among variables. The feature fusion module is proposed for combining two 
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features to predict the concentrations of various air pollutants at the same time. Finally, the data from the 

state-controlled air station in Jinan is used to demonstrate the superiority of the proposed model through 

model comparison.  

2. Dual-channel Feature Fusion Model 

2.1. Problem statement 

Consider a multivariate time series ( )

1 2( , , )t T T N

t T t T t



− + − += Z Z Z Z ，where T denotes the length of 

the desired historical time window, and N  is the feature number. The element 
1 2 1 2 1( , ) ( , , , , , ) ( 1 )P N P T P N P T N

k k k k k k k k kx x x y y y t T k t− − = =  − +  Z X Y  represents the multivariate 

variables at time step k , where 1 2( , , )N P N P

t t t ty y y− −=Y  denotes the target variables, and 1 2( , , )P P

t t t tx x x=X  

is other relevant variables that influence the target set. We define N  as the node number in the graph, and T  

as the feature number of the node. This paper aims to use ( )t
Z to forecast 1 2ˆ ( , , )N P

t t t ty y y   

−

+ + + +=Y , where   

is the time step to be predicted. 

2.2. Model framework 

The overall model framework of the developed dual-channel feature fusion model is shown in Fig. 1. 

The three modules of this model are as follows: (1) temporal feature extraction module: combined with the 

CNN network, it weights the temporal patterns abstracted by the LSTM network, thereby increasing the 

correlation between the historical time change trend characteristics and the current input. (2) structural 

feature extraction module: it introduces graph structure learning and graph neural network based on the 

MTGNN network and aggregates LSTM to make the network pay more attention to the deep information of 

other vectors that affect the target vector. (3) feature fusion module: it amalgamates the two characteristics 

with the fusion gating mechanism to improve the efficiency of information mining. 
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Fig. 1: The overall framework of the proposed model. 

2.3. Temporal feature extraction module 

The temporal feature extraction module is based on TPA-LSTM network [5]. Given a multivariate time 

series 
( )

1 2( , , )t T T N

t T t T t



− + − += Z Z Z Z , the hidden state 1 2( , , , ) M T

t T t T t



− + − += H h h h  is obtained after 

the LSTM network, which is defined as  
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 ( )

1 1, ( , , )k

k k k kLSTM − −=h c h c Z ,  (1) 

where 1t T k t− +   . To improve the representation ability of the hidden state, C M kH  is gained by 

using k  CNN filters 1 T

i

C  . The attention scores for each row vector of C
H  are calculated to obtain the 

content vector k

t ν , which combines th  to get the final timing feature. This operation is given by: 
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i t i a tf =H h H W h ,  (2) 

 
1

( ( , ))
M

C C

t i t i

i

sigmoid f
=
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 (1) (1) ( )t y t y h t v t+ = = +h W h W W h W v ,  (4) 

where aW , hW , W and yW  are learnable parameters. 

2.4. Structural Feature Extraction Module 

The GNN module is imported from the MTGNN framework [7], which aggregates LSTM model to 

capture correlations between variables. Considering multivariate time series ( )

1 2( , , )t t t t T N

N

= Z z z z , we 

assume 1t T

i

z as the i -th node of the graph. The graph adjacency matrix A  is independently learned 

through the graph learning layer to describe the correlation between variables illustrated as follows: 

 1 2 2 1Re (tanh( ( )))T TLU = −A N N N N ,  (5) 

where 1 1 1tanh( )=N E Φ , 2 2 2tanh( )=N E Φ , 1E , 2E  represent initialized node embedding. Then, the 

adjacency matrix Α  is fed into mix-hop propagation layer to effectively extract the influence of neighbor 

information on nodes. The output outH  is passed through the LSTM model to reduce the information conflict 

between the spatial structure of the graph and the time series, and obtain the final feature (2)

t +h . 

2.5. Feature Fusion Module 

The (1)

t +h  represents the timing characteristic, and (2)

t +h  is the variable structure feature. In order to better 

fuse the two features and improve the accuracy of prediction, the calculation method of the feature fusion 

module [9] is: 

 
(1) (2)
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where 1hW and 2hW  are learnable parameters, and   is the sigmoid function. 

3. Experiments 

3.1. Data sources 

In this paper, the proposed model is tested and evaluated using the daily data from the state-controlled air 

station in Jinan from January 1, 2013 to December 20, 2021. The dataset consists of 7 environmental impact 

variables, including cumulative precipitation from 20 to 20 o'clock (mm), atmospheric temperature (℃), 

relative humidity (%), sunshine hours (h), wind speed (m/s), barometric pressure (hPa), surface temperature 

(℃) and 4 air pollutant concentration variables, including NO2, PM10, PM2.5, CO (mg/m3). 

3.2. Data preprocessing 

Due to missing records and uncollected information in the real air station daily data, we first use the 

KNN proximity algorithm to fill in the missing values. The KNN proximity algorithm measures the 

similarity of samples in the dataset space by sample distance, and calculates the average value of the most 

similar k  samples to estimate the value of missing data points. In this paper, k  = 5. 

3.3. Comparative models 

To illustrate the superiority of the proposed model, we compare our model with the following 5 models: 

LSTM: Long Short-Term Memory network for multidimensional input and output time series forecasting. 
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CNN-LSTM: a hybrid model of CNN and LSTM [4].  

MTGNN: a multi-dimensional time series forecasting model that aggregates the graph convolution module 

and the time series convolution module, which can automatically learn the graph structure [7].  

MTGODE: a forecasting model using dynamic graph neural ordinary differential equations [8].  

3.4. Evaluation criteria 

To quantify model performance, we choose two evaluation metrics, the root relative squared error 

(RRSE) and the relative absolute error (RAE). Since this article only considers single-step forecasting, the 

calculation methods of the two indicators are as follows: 
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where ,t iz +  and ,
ˆ

t iz +  respectively denote the real value and predicted value of the i -th variable at time t + , 

tz +  represents the mean of z . Both indicators are the lower the better. 

3.5. Parameter settings 

We choose the time window size as 48, that is, we use the data of the past 48 days to predict the 

concentrations of air pollutants in the future. The prediction horizon is set to {1,3,7,14}, which means 

forecasting the concentrations of air pollutants after one day, three days, seven days, and fourteen days. 

During the training process, the trainer is selected as Adam, the initial learning rate is set to 0.0005, the 

training epoch is 1000, and the batch size is 32.  

3.6. Experimental results 

Table 1 lists the evaluation results of our proposed model and other models based on the daily data from 

the state-controlled air station in Jinan to predict air pollutants concentrations. The performance of CNN-

LSTM is superior to that of LSTM, indicating that convolutional networks effectively improve the ability of 

LSTM to capture temporal information. In addition, prediction errors of LSTM and CNN-LSTM change 

relatively slowly with prediction-step increasing, because historical trend exerts a profound influence on the 

predicted values. The MTGNN and MTGODE further reduce deviations compared to the former two. Other 

variables do affect the targets, so adding structural information can increase the prediction accuracy. But as 

the prediction-step increases, the inaccuracies of the graph method change relatively significantly, which is 

related to the complexity of graph structure training. 

Table 1:  Model comparison results 

 Horizon 

Methods Criteria 1 3 7 14 

LSTM 
RRSE 0.0247 0.0256 0.0248 0.0256 

RAE 0.0214 0.0228 0.0217 0.0229 

CNN-LSTM 
RRSE 0.0234 0.0237 0.0242 0.0247 

RAE 0.0187 0.0192 0.0208 0.0214 

MTGNN 
RRSE 0.0211 0.0237 0.0240 0.0245 

RAE 0.0161 0.0183 0.0182 0.0193 

MTGODE 
RRSE 0.0204 0.0235 0.0242 0.0243 

RAE 0.0146 0.0184 0.0186 0.0192 

Present model 
RRSE 0.0203 0.0230 0.0237 0.0235 

RAE 0.0146 0.0183 0.0187 0.0186 
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The model presented has optimum performances in RRSE, which changes gently from 0.0203 to 0.0237. 

It outperforms other models in RAE when horizon = {1,3,14}, just slightly inferior when horizon = 7 in 

contrast with MTGNN and MTGODE. Fig. 2 shows the partial prediction results of the model on the test set 

when horizon = 1, which illustrates that our proposed method can effectively simulate the trend of time 

series changes. Overall, the model sufficiently combines the advantages of the above models and further 

improves the forecast accuracy. 

        

      

Fig. 2: The partial prediction results. 

To verify that our proposed model effectively fuses the feature information extracted by the two modules, 

we test each branch separately. The specific operations and experimental results are as follows: 

w/o T: the proposed model without temporal feature extraction module 

w/o S: the proposed model without structural feature extraction module 

Table 2: Ablation study results 

 
Horizon (w/o T) Horizon (w/o S) 

1 3 7 14 1 3 7 14 

RRSE 0.0225 0.0237 0.0243 0.0245 0.0231 0.0238 0.0239 0.0241 

RAE 0.0182 0.0189 0.0194 0.0199 0.0181 0.0188 0.0191 0.0196 

 

The results of the proposed model are superior to those of any two branches running separately. These 

tests highlight that the feature fusion module effectively melds the information from different features and 

reduces information conflicts. 

4. Conclusions 

In this paper, a novel framework for simultaneously predicting various air pollutants concentrations 

considering time trend and variable correlation fusion is developed. The method is applied to air pollutants 

dataset from the state-controlled air station in Jinan, and experimental results show it outperforms other 

models. In the future, simplifying the computational complexity and further applying the model to other 

multivariate time series forecasting scenarios is the research direction we focus on. 
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