
ISBN: 978-981-18-7950-0 

2023 the 13th International Workshop on Computer Science and Engineering (WCSE 2023) 
doi: 10.18178/wcse.2023.06.049 

Predicting Process Quality Indicators Based on a Transfer Learning 

Approach That Combines TCN and GRU Hybrid Networks 

Bin Yi 
1
, Wenqiang Lin 

1
, Wenqi Li 

1
, Xiaohua Gao 

1
, Bing Zhou 

1
, Junjun Fang 

2
, Xiaoli Xu 

2
 and 

Jun Tang 
1
 

 

1
 Technology Center, China Tobacco Yunnan Industrial Co., Ltd. 

2
 Affiliation Yuxi Cigarette Factory, Hongta Tobacco (Group) Co., Ltd. 

Abstract. The evaluation of process quality indicators directly determines the product quality, and the 

prediction of process quality indicators plays a critical role in process industry product quality and production 

scheduling. In order to deeply explore effective information contained in massive time-series process data 

and improve the practicality of algorithm models under different working conditions, while ensuring the 

accuracy of process quality indicator prediction, this paper proposes a process quality indicator prediction 

algorithm based on a transfer learning approach that combines TCN (Temporal Convolutional Network) and 

GRU (Gated Recurrent Unit) hybrid networks. The algorithm constructs a continuous feature matrix as input 

by sliding windows over massive process data, operating data, and time data in a sequential manner. In terms 

of model construction, TCN is used to extract temporal features from sequence data and GRU is used to 

capture temporal dependencies in sequence data. To address the problem of training efficiency in actual 

production, a transfer learning strategy is introduced which greatly improves training efficiency while 

maintaining training accuracy. Furthermore, a case study using process data from a micro-cigarette 

production line in a tobacco factory verifies the correctness and effectiveness of the proposed algorithm. 
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1. Introduction 

In modern industrial production, process manufacturing is an important production method with 

characteristics of good production continuity, numerous equipment, and complex coupling between variables. 

In order to ensure stable operation of the process manufacturing industry, real-time prediction and control of 

production quality have become a key issue [1-2]. With the continuous development of industrial Internet 

technology, a large amount of historical process data has been collected and accumulated, so data-based 

algorithms for predicting product quality in process production have been widely studied [3]. However, at 

present, the predictability, linkage, and autonomy levels of all process factors in the process manufacturing 

industry are still relatively low, which seriously restricts further improvement of the level of process 

manufacturing production. Therefore, accurate prediction algorithms for high-dimensional and multiscale 

process data are critical to supporting the smooth operation of the workshop [4-5]. 

Currently, scholars both domestically and abroad have conducted beneficial research on the accurate 

prediction of process quality in manufacturing industry production processes. Among them, reference [6] 

established a thermal rolling TRIP steel mechanical property prediction model based on an adaptive neural 

network and fuzzy inference system combination and verified through experiments that the model can 

accurately predict quality indicators such as tensile strength, yield strength, elongation, and retained austenite 

under given operating conditions. Reference [7] used a multi-output support vector regression method to 

simultaneously predict multiple quality indicators, conduct collaborative design of multiple process 

parameters, and realize concomitant optimization of process parameters to meet multi-objective quality 

requirements. Reference [8] trained a convolutional neural network and support vector machine combined 

with automotive instrument assembly process data collection of production data and effectively characterized 

the pointer deflection angle of the instrument quality, making accurate quality predictions. Reference [9] 
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proposed a meta-learning-based multi-confidence deep neural network that uses the immense potential of 

deep neural networks and meta-learning theory in high-dimensional information extraction and 

approximation, resulting in significant improvements in prediction accuracy and training efficiency. In 

addition, references [10-12] used a deep neural network with the introduction of time series in processing 

production problem predictions. These studies have found the importance of time series in data mining 

through analysis of different working conditions and further explored the superiority of recurrent networks in 

dealing with sequential tasks. The research results show that deep learning models have broad prospects for 

application in process manufacturing industrial production scenarios. 

The research conducted by the aforementioned authors has achieved numerous successes in the 

corresponding research field. However, there are still some deficiencies when it is applied to the industrial 

scenario of process manufacturing, including: (1) insufficient considerations on the characteristics of the 

time series, non-linearity and temporal dependencies of production data in the process manufacturing 

industry; (2) the prediction accuracy and training efficiency of algorithms are problems that cannot be 

ignored in practical application. 

Based on the above analysis, we discovered that production data in the process manufacturing industry 

has the characteristics of time series, non-linearity and temporal dependencies of process parameters. In 

order to improve accuracy in predicting quality indicators, a novel process quality indicator prediction 

algorithm is proposed. This algorithm integrates the advantages of TCN (Temporal Convolutional Networks) 

and GRU(Gated Recurrent Unit) networks. Specifically, the algorithm first eliminates non-steady-state data 

based on the characteristics of process production, then uses the TCN network to effectively extract the 

potential relationship between continuous and non-continuous data to form feature vectors, which are then 

used as input for the GRU network to achieve the prediction of quality indicators. To address the problem of 

low efficiency of the algorithm in actual production scenarios, the transfer learning strategy was introduced 

to significantly reduce training time while ensuring training accuracy. In a prediction experiment on the silk-

making process in a certain workshop, our algorithm performed better than other time-series analysis 

algorithms, showing significant improvements in MAE and RMSE compared to state-of-the-art algorithms 

such as CNN-LSTM and CNN-BiGRU, with an improvement in fitting degree of about 3%. 

2. Model Selection Analysis 

In process manufacturing, the complexity of production line structure and equipment conditions 

increases the difficulty of prediction. Data features are becoming more diverse, covering multiple processing 

operations, complex processes, and various quality influencing factors. These data reveal the correlation and 

influence relationships between operational parameters, process parameters, and quality indicators. 

Meanwhile, changes in material flow, information flow, and energy flow have an impact on production data 

during circulation. In addition, the sampling period causes a periodic relationship between parameters and 

acquisition time, showing significant time dependency. Therefore, these characteristics must be considered 

when constructing process manufacturing prediction models. The time series of multiple processes makes 

each process essentially have complex correlational properties. In actual production situations, the long 

training time of hybrid network algorithms is a common problem. Furthermore, as production time elapses 

and process data changes, the accuracy of prediction models may gradually decline. Therefore, when 

establishing prediction models, these factors must be taken into account and corresponding optimization 

strategies should be adopted to improve model efficiency and accuracy. 

Based on the above analysis, this article proposes a novel hybrid network algorithm based on transfer 

learning that integrates TCN and GRU for predicting quality indicators in process manufacturing. The 

primary improvements of this algorithm include:  

(1) The hybrid neural network model introduces multiple different sizes of convolution kernels of time 

convolutional networks to extract multiscale features, better capture the changes in process sequence data, 

and increase residual connections and dilated convolutions to handle long-term dependencies, avoiding the 

gradient disappearance problems in traditional RNN and GRU. 
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(2) The hybrid neural network model introduces gated recurrent units to extract temporal dependencies 

of process parameters and mine inner hidden information of process data. 

(3) The hybrid neural network introduces transfer learning strategy, enabling the model to quickly obtain 

useful information from the trained process manufacturing quality prediction algorithm, reducing training 

time and data size for new tasks, improving learning efficiency and accuracy, and enhancing the 

generalization ability and prediction performance of the model. 

3. Transfer Learning-based TCN-GRU Hybrid Network Model 

3.1. Quality indicator prediction model 

To improve the fitting accuracy of the prediction model, historical process data in the collected data are 

processed using a smoothing method to eliminate data noise. Based on this, a quality indicator prediction 

algorithm for process manufacturing based on transfer learning that integrates TCN and GRU is proposed to 

address the time series, nonlinearity, and temporal dependency characteristics of production data in the 

process manufacturing industry. The algorithmic model structure is shown in Figure 1, which includes three 

parts: constructing a TCN network to extract multiscale process features better, capturing changes in process 

sequence data; constructing a GRU network module to extract temporal dependencies of process parameters; 

building a transfer learning strategy to promote model training speed. 
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Fig. 1: Framework Diagram of Hybrid Network Model 

3.2. Building Input and Output Data 

Let the quality indicator sequence at any time in the process workshop be represented by  
, and the corresponding temporal data of the key process parameters be represented by 

, which can be expanded into Equation (1). That is, taking n process 

parameters and t data points as input, and taking one quality indicator parameter as output, the original data 

is transformed into time series data. 

                                                                               (1) 

Here, Y represents the quality indicators, m represents the number of quality indicators, X represents the 

process parameters, and n and t represent the number of process parameters and the iteration step length 

between times, respectively. 

3.3. TCN Neural Network Model 

When considering the problem of long-distance impact in the process manufacturing process, the TCN 

network is introduced to perform convolution operations on the entire history of time series data, thereby 

capturing long-term dependency relationships in process time series data. The core idea of the TCN network 
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is to capture local features at different time scales through convolutional operations while maintaining 

causality. In TCN, causal convolution is used and its convolution operation can be represented as: 

                                                      (2) 

Here,  represents the value of the input sequence at time step t,  represents the convolution kernel 

parameter, and k represents the size of the convolution kernel. Through causal convolution, we can ensure 

that the output sequence  depends only on the current and previous time steps t and t-j and not on future 

time steps. 

In addition, to increase the network's receptive field and capture larger ranges of time series features, 

TCN typically uses dilated convolution. Specifically, when computing the output sequence , the input 

data points considered by dilated convolution are distributed at fixed intervals d. The dilated convolution 

formula is as follows: 

                                                        (3) 

Here, d is the dilation factor. When d=1, dilated convolution degenerates into ordinary convolution. By 

adjusting the value of d, we can control the network's ability to capture features at different time scales. 
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Fig. 2: TCN Network Architecture 

3.4. GRU Neural Network Model 

When considering the problem of long-distance impact in the process manufacturing process, the TCN 

network is introduced to perform convolution operations on the entire history of time series data, thereby 

capturing long-term dependency relationships in process time series data. The core idea of the TCN network 

is to capture local features at different time scales through convolutional operations while maintaining 

causality. In TCN, causal convolution is used and its convolution operation can be represented as: 

Considering the strong correlation among time series data in process manufacturing lines, using recurrent 

neural networks to process deep time-sequenced data is highly efficient and can deeply mine the temporal 

correlation information in process data. The gated recurrent unit (GRU) as a type of recurrent neural network 

adopts gate mechanisms to control the flow and retention of process data information, thereby avoiding the 

problem of gradient disappearance caused by long-term dependencies. Meanwhile, through gate control, the 

model can selectively forget or preserve historical process data information, thereby learning long-term 

dependency relationships. 

The basic unit of the GRU network contains update gates and reset gates in the basic unit of the more 

GRU network. The input  in the update gate together with the state memory unit  and the intermediate 

output h' determine the state memory unit to forget and retain information. The input  in the input gate is 

varied by the sigmoid and tanh functions respectively to jointly determine the retention vector in the state 

memory unit. The intermediate output  is jointly determined by the reset gate  and is calculated as shown 

in equation (2-7). 

                                                                     (4) 

                                                                     (5) 

                                                                      (6) 
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                                                                 (7) 

Here,  is the update gate,  is the reset gate,  is the memory, and  is the candidate hidden layer for 

controlling forgetting and saving information.  is the weight matrix,  represents the 

bias value, and  is the dot product. 
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Fig. 3: GRU Network Architecture 

3.5. Transfer Learning Strategies 

Since in process manufacturing, the same processes in different production lines exhibit high similarity 

while there are significant differences in the production process data of the same processes at different times. 

In addition, deep neural network models require a long training time to mine the deep hidden features of 

process parameters. Therefore, this paper proposes to apply transfer learning to the training process of deep 

neural network models to enable the algorithm to adapt to the same process in different production lines and 

different time periods. The transfer learning method defined here includes retraining and transfer learning, 

which are based on the accuracy of the model's validation set.  

Retraining (Model1) is used when the accuracy is below 96%. The network structure of the pre-trained 

model remains unchanged, all layers' network parameters are randomly initialized, and the model is retrained 

on the target domain after re-dividing the dataset.  

Transfer learning (Mode2) is used when the accuracy is equal to or greater than 96%. This method shares 

the entire network structure and parameters of the pre-trained model, using the pre-trained model parameters 

as the initial values for the new model parameters, thereby improving the learning effect in the target domain. 

4. Experimental Verification Analysis 

4.1. Experimental Design 

To verify the superiority of the CNN-GRU transfer learning algorithm model in predicting process 

parameters, a DELL workstation was used as the hardware platform in this study. The workstation is 

equipped with an Intel(R) Core (TM) i7-12600KF processor, 32.0GB RAM, and an RTX3060ti graphics 

card, and it runs on the Windows 10 operating system. In terms of software, Python programming language 

was used together with the open-source machine learning library Tensorflow and a GPU-supported 

computing engine to implement the application of the algorithm model. 

4.2. Data Source and Preprocessing Rules 

This study is based on the process data of the thin-plate drying process in Yuxi Cigarette Factory. A total 

of more than 200,000 data points from 54 batches were used as the data source to analyze and identify the 

impact of key process parameters on quality indicators through comparative analysis of various deep 

learning algorithms. An accurate correlation model between the cigarette-making process parameters and 

quality indicators was constructed. Based on the weight analysis results, 20 process parameters and 2 quality 

indicators were selected as the algorithm's dataset, including process parameters such as temperature 

measurement of cylinder wall (middle), negative pressure of dehumidification, steam flow rate of inlet HT, 

thin-plate condensate water temperature, actual value of material moisture content at inlet, HT steam 

pressure, and quality indicators such as discharge temperature and discharge moisture content. 

The data was sourced from a cigarette manufacturing production line of a process manufacturing 

company, covering 54 batches from July to November 2022, with a total of over 200,000 records. As process 

331



  

manufacturing involves continuous production processes, special attention was paid to cleaning, raw 

materials, and downtime during the data preprocessing stage. When calculating non-steady-state indices, the 

head and tail of the data were trimmed according to Table 1 and followed certain rules for data deletion. 

Table 1: Non-stationary index calculation data interception rules 

Determining 

factors 

Start counting conditions End point counting conditions 

Material 

accumulation 

The first point where there is no change in the 

accumulated volume 

The last point at which there is no change in the 

accumulated volume 

Data at different 

moments 

The value corresponding to 5 minutes with no 

change is the first point after that period 

The value corresponding to a change in quantity 

is the first point where the change occurs 

Head and tail data Synchronization with the starting point of 

moisture content at the process exit 

Synchronization with process inlet material flow 

end point 

4.3. Melting Experiment 

As for the parameters of the TCN-GRU neural network model, 20 process parameters and a time series 

length of 6 were chosen as inputs, and the data was split into training and test sets at a ratio of 7:3. The TCN 

network consists of 5 layers, with a filter size of 64 in the convolution layer and a convolution kernel size of 

3. The TCN blocks are stacked once, and the distance between each element in the convolution kernel and 

other elements is set to (1, 2, 4, 8, 16). The Bi-LSTM network has 3 layers, with 128, 16, and 2 neurons 

respectively, and outputs the quality indicator prediction values through a fully connected layer. The batch 

size was set to 256, and the number of iterations was set to 30. 

Table 2: Comparison of prediction results error of the model 

Algorithm Quality indicators MSE MAE R2 

GRU 
Rate of water content 0.066648 0.200774 0.902 

Temperature 0.019266 0.143764 0.899 

TCN 
Rate of water content 0.010848 0.086440 0.978 

Temperature 0.006680 0.051526 0.969 

TCN-GRU 
Rate of water content 0.009108 0.055419 0.985 

Temperature 0.005522 0.041675 0.978 

To verify the effectiveness of the model network structure in improving prediction accuracy, a melting 

experiment was designed with two comparison models, the TCN and GRU networks. Under the same 

experimental conditions, the above models were trained, and the current predicted values and actual values 

of the two quality indicators were compared. The prediction performance of the models was evaluated using 

three indicators: mean absolute error, mean squared error, and coefficient of determination (R2). The 

experimental results are shown in Table 2 and Figure 4. From the comparative results in Table 2, it can be 

seen that the proposed TCN-GRU neural network algorithm has the best prediction performance, with a 

fitting degree of 0.985 and 0.978 for the two quality indicators, respectively, and the fitting values of the 

algorithm are higher than those of other models. The mean squared errors are 0.009108 and 0.005522, 

respectively, and the error values are smaller than those of other models, proving the superiority of the neural 

network model's prediction performance and the effectiveness of the network structure. 

 
(a)       (b) 
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(c)       (d) 

 

 
(e)       (f) 

 
(g)       (h) 

Fig. 4: Comparison of predicted values by different algorithm 

In Figure 4, to more clearly see the fitting accuracy of the three methods, this paper selected 1000 data 

points for demonstration. Figures a and b represent the comparison between the predicted and actual values 

of the quality indicators using GRU; Figures c and d represent the comparison using TCN; Figures e and f 

represent the comparison using the proposed model; and Figures g and h represent the comparison among all 

four networks. From the graph, it can be seen that the TCN-GRU has the best fitting effect. 

4.4. Comparative Experiment 

This section designed a comparative experiment to compare the influence of network structures on 

algorithm accuracy between the CNN-LSTM network [13] and the CNN-BiGRU network [14]. Under the 

same experimental conditions, the current predicted values and actual values of the two quality indicators 

were compared, and the model's prediction performance was evaluated using three indicators: mean absolute 

error, mean squared error, and coefficient of determination (R2). The experimental results are shown in 

Table 3, which demonstrate that the TCN-GRU neural network algorithm had the best prediction 

performance, with fitting degrees of 0.985 and 0.978 for the two quality indicators, respectively. The mean 

squared errors were 0.009108 and 0.005522, respectively, and the error values were smaller than other 

models, proving the superiority of the neural network model's prediction performance and the effectiveness 

of the network structure. 

Table 3: Comparison of prediction results error of the model 

Algorithm Quality indicators MSE MAE R2 

CNN-LSTM 
Rate of water content 0.038534 0.153924 0.938 

Temperature 0.014871 0.090343 0.923 

CNN-BiGRU 
Rate of water content 0.024067 0.113712 0.961 

Temperature 0.007871 0.060343 0.953 
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Algorithm Quality indicators MSE MAE R2 

TCN-GRU 
Rate of water content 0.009108 0.055419 0.985 

Temperature 0.005522 0.041675 0.978 

In Figure 5, to more clearly observe the fitting accuracy of the three methods, this paper selected 1000 

data points for demonstration. Figures a and b represent the comparison between predicted and actual values 

of the quality indicators using CNN-LSTM; Figures c and d represent the comparison using CNN-BiGRU; 

Figures e and f represent the comparison using the proposed model; and Figures g and h represent the 

comparison among all four networks. From the graph, it can be seen that the TCN-GRU has the best fitting 

effect. 
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Fig. 5: Comparison of predicted values by different algorithm 

5. Conclusion 

To meet the high accuracy and timeliness requirements for process parameter regulation in complex 

production processes, this paper proposes a process manufacturing quality indicator prediction method based 

on transfer learning fusion of a Time Convolutional Network (TCN) and Gated Recurrent Unit (GRU). This 

method aims to achieve accurate prediction of processing quality at different time points during the same 

process. The research results show that the proposed transfer learning fusion method of TCN and GRU can 
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accurately predict process quality by extracting temporal coupling features under equipment parameter 

changes and material variations, with an average accuracy of 0.985 and 0.978, respectively. In addition, due 

to the constantly changing processing conditions of the production line, the proposed transfer learning 

method significantly reduces model training time while ensuring accuracy, meeting the real-time 

requirements for process manufacturing quality prediction and parameter regulation. The results of this study 

are of great significance for improving the production efficiency and process quality of process 

manufacturing lines, and can be applied and promoted in relevant process manufacturing industries. In future 

research, external factors such as material source fluctuations will be taken into consideration to further 

improve the robustness of process quality prediction. 
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