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Abstract. Mobile robot localization has been considered to be an important task in the field of robotics 
research. Recurrent Convolution Neural Networks -based Mobile Robot Localization (RCNN-MRL) 
Algorithm is proposed in this paper. RCNN-MRL estimates self-position from the first person view captured 
by a camera on a robot using Recurrent Convolution Neural Networks (RCNN).It uses a regression model for 
localization using RCNN capable of processing consecutive images. We use simulated environments where a 
two-wheel robot moves randomly, and analyze the performance of localization. Our experiments show that 
RCNN model can estimate the self-position of the robot. 
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1. Introduction 
Many kinds of robots, such as cleaning robots and navigation robots, have greatly facilitated people's 

daily life. The key of these robots is to estimate the current position, which is also called robot localization, 
and it is also a research hotspot in the field of mobile robots[1].  

Currently, there are two main classes of algorithms to estimate the machine position. The first algorithm 
is to estimate the robot position by using distance information, such as ultrasonic, Bluetooth and Wi-Fi 
ranging; the other algorithm is to estimate the robot position by using the camera to take images and extract 
position information from the images [2-3].  

Recently, Convolution Neural Networks (CNN) have been widely used in computer vision and image 
processing [4]. Reference [5] proposes to use CNN to independently propose image features. The image is 
transformed into low-dimensional feature information by CNN. Based on these characteristic information, 
the position information can be estimated. In this paper, CNN is used as a regression model to estimate the 
position directly from the robot's First Person View Image (FPVI). Through this strategy, the robot position 
can be estimated in the unknown map information environment. 

The main work of this paper is as follows: Firstly, the RCNN model is proposed by combining CNN 
with Recurrent Neural Networks (RNN). The RCNN model can provide continuous images. Then, the robot 
position is estimated based on the RCNN model. Then, a two-wheeled robot is used, and the robot is set to 
move randomly, and then the time series image information is obtained. Finally, the localization performance 
of the robot based on RCNN model is tested. 

2. RCNN Model 
This section details the RCNN model. Firstly, the structure of CNN and Recurrent Neural Networks 

(RNN) are analyzed, and then the hybrid model RCNN based on CNN and RNN is analyzed. 

2.1. CNN 
CNN is mainly composed of convolution layer, pooling layer, fully connected layer and output layer. 

Generally, the convolution layer and the pooling layer generally have multiple layers and appear alternately. 
The convolution layer is composed of multiple feature planes, and each feature plane is composed of 
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multiple neurons [6]. Each neuron is connected to the local region of the feature surface of the previous layer 
through a convolution kernel, where the convolution kernel is a weight matrix, for example, if it is a two-
dimensional image, the convolution kernel is, or matrix [7-8]. 

Figure 1 shows the neuron model, which is a multiple-input single-output model. The relationship 
between output and input is shown in formula (1): 
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Where xi is the input image data, and each input signal is input to the neuron j at the same time. ωij 

represents the weight value of the connected neuron j. b is the internal state of the nerve, i.e., the bias value, 
and f( ) is an activation function. In this paper, the Rectified Linear Unit (ReLU) [9] is selected as the 
excitation function. 
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Fig. 1:  Neuron Model 
Immediately after the convolution layer is the pooling layer. The purpose of the pooling layer is to obtain 

the features of spatial invariance by reducing the resolution of the feature surface [10]. That is to say, the 
pooling layer serves the purpose of extracting image features for the second time. Each neuron in the pooling 
layer pools a local receptive field. In addition, this paper chooses maximum pooling as the pooling method. 
The so-called maximum pooling method is to take the point with the maximum value in the local acceptance 
region. 

2.2. LSTM 
After obtaining the features through CNN, RNN is used to extract the time series data of the features. 

Long Short Term Memory (LSTM) [11] as an RNN improvement. LSTM retains the advantages of RNN for 
modeling time series data. The model of RNN expansion in time is shown in Figure 2. 

xt means input vector of time t is shown in figure 2. Calculate the state value ht of the hidden layer at 
time t through xt and the state value ht-1 of the hidden layer at the previous moment t-1, as shown in formula 
(2): 

( ) ( )1 1,t t t xh t hh t hh f x h W x W h bσ− −= = + +                                                        (2) 

Where f denotes the RNN function. σ represents the sigmoid function , Wxh, Whh respectively represent 
the weight matrices input to the hidden layer and from the hidden layer to the hidden layer. And bh is the bias 
vector of the hidden layer. Repeat until you have read all the input. 

 

Fig. 2:  RNN Expansion by Time 

LSTM is based on the improvement of RNN, adding some units to avoid the problem of tonality 
disappearance in the training process [12]. The LSTM adds memory cells C, input gates i, output gates o, and 
forgetting gates f. By arrange that gates and the memory unit, the data processing capability of the RNN is 
improved. The functional relationship between these gates and memory cells is as follows: 

( )1 1t xi t hi t ci t ii W x W h W c bσ − −= + + +                                                                 (3) 
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( )1 1t xf t hf t cf t ff W x W h W c bσ − −= + + +
                                                         (4) 

( )1 1tanht t t t xc t hc t cc f c i W x W h bσ− −= ⋅ + ⋅ + +                                                     (5) 

( )1 1t xo t ho t co t oo W x W h W c bσ − −= + + +                                                           (6) 

( )tanht t th o c= ⋅                                                                           (7) 

Where ct, ot, ft and it denote the memory cell, output gate, forgetting gate, and input gate vectors, 
respectively. The W with subscripts represent the corresponding weights, and the b with subscripts represent 
the bias values. tanh represents the hyperbolic tangent function. 

The input gate, the output gate, and the forget gate control the strength of the memory cell, but each uses 
a different control method, as shown in Figure 3. 
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Fig. 3: Timing Diagram of LSTM 

2.3. RCNN 
In this paper, RNN and CNN are combined, and the proposed RCNN model is shown in Figure 4. 
As shown in Figure 4, CNN is used to extract information from the image, and then the feature vector is 

output as the input of LSTM, and the robot position is estimated by LSTM. RCNN is a self-learning 
algorithm to estimate the robot position. 
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Fig. 4:  Location Model based on RCNN 

3. Robot Motivation Model 
A two-wheeled robot is used to estimate the position of the robot by moving the robot in the surrounding 

environment, as shown in Figure 5. 
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Fig. 5: Two-wheeled Robot Model 

Assume θr and θl represent the speeds of the right and left wheels, respectively. Therefore, the translation 
velocity θ and angular velocity of the robot ω can be obtained as shown in equations (8) and (9): 
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Where d represents the distance of the center of the robot from the wheel. 
Once the translation and angular velocities are determined, the robot position coordinates and orientation 

are updated according to equations (10), (11), and (12): 
twθ θ← + ∆                                                                                  (10) 

cosx x tϑ θ← + ∆                                                                              (11) 

siny y tϑ θ← + ∆                                                                              (12) 

Once the position is updated, the velocities of the right and left wheels are updated with probability P, as 
shown in equations (13), (14), and (15): 

min 1rϑ α←                                                                                    (13) 

2 minr rϑ β ϑ← +                                                                                (14) 

3 minl rϑ β ϑ← +                                                                                (15) 

Where, r1, r2 and r3are all random variables from 0 to 1. And, α, β are the minimum value ranges for 
setting the speeds of the left and right wheels. 

In the simulation process of the next section, the relevant parameters of the robot mobility model are as 
follows: 0.1md = 、 0.001t∆ = 、 20.0α = 、 4.0β = 、 1.0%P = . 

4. Experiment Analysis 

4.1. Image Acquirement 
The selected area(40m*40m) is used as the experimental environment, as shown in Figure 6 (B). The 

first image (FPVI) is taken at the initial position (x,y,θ) = (-15,15,-π/2) , as shown in Figure 6 (a), and the 
image height and width are 480 and 480, while the channel width is 3, that is 480*480*3. 

 
(a)FPVI                (b) Simulation Environment 

Fig. 6: Image Environment 
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Initially, the robot is placed in the initial position and the RCNN is initialized, and then the robot moves 

according to equations (8)- (15). In addition, the camera shoots at 4.0 FPS while recording the position, and a 
time series is defined as 10 consecutive pictures. After completing a sequence, the robot moves. 

In order to better analyze the position estimation capability of RCNN-MRL in different environments, a 
normal environment and an obstacle environment are set, and 1200 sequences of data are collected in each 
environment. Figure 7 shows the normal and obstacle environments, respectively. 

 
(a)Normal     (b)Obstacle   (c) Coverage for Obstacle 

Fig. 7: Obstacle Environment 

To test the effect of obstacles on robot localization, the reference obstacle coverage represents the 
number of obstacles in the environment. As shown in Figure 7 (C), using the background extraction 
algorithm [13], the obstacle coverage rate is 28.6%. 

4.2. Location Performance Analysis 
In this section, the image data obtained in Section 3 is used to train the RCNN model, in which the first 

1000 of the 1200 sequences are used as training, the last 200 sequences are used as test data, and the number 
of iterations is 1000. 

In addition, Euclidean Distance Loss (EDL) is selected as the performance index, which is defined as 
shown in formula (16): 
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Where ( ),
t tx yP P represents the estimated position and ( ),

t tx yP P  is the true position of the robot. I 
represents the sequence data of the input image, and the sequence length is T. 

Figure 8 shows the average EDL performance of robot localization with RCNN and CNN models under 
normal environment. 

 

Fig. 8: Average EDL for RCNN and CNN Models(Normal Environment) 

It can be seen from Figure 8 that the overall EDL performance based on the RCNN model is better than 
that of CNN. In the first two frames, the EDL based on RCNN model is lower than that based on CNN. For 
example, at the time of the first input image, the EDL based on the RCNN model is 3.9 meters, while the 
EDL of the CNN model is 2.5 meters. However, as the number of input images increases, the EDL based on 
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the RCNN model gradually decreases, and at the tenth image, the EDL reaches 1.2 meters. These data show 
that the proposed RCNN-based model can estimate the robot position using time-series data. 

 

(a) EDL for RCNN                                                                      (b)  EDL for CNN 
Fig. 9: Average EDL for RCNN and CNN Models(Obstacle Environment) 

Figure 9 shows the average EDL performance in the obstacle environment. It can be seen from figure 9 
that the proposed RCNN model can effectively estimate the robot position. The EDL of figure 9 is much 
increased compared to figure 8. This shows that obstacles increase the difficulty of robot positioning. It is 
also easy to see from figure 9 that the larger the obstacle coverage ratio is, the larger the EDL is. However, 
compared with CNN, the RCNN model can effectively estimate the robot position. 

5. Conclusion 
In this paper, the RCNN model is proposed and used to estimate the robot position directly from the first 

person view image of the robot, which makes full use of the ability of RCNN to process continuous multiple 
image information. The experimental data show that the proposed RCNN model can accurately estimate the 
position of the mobile robot. At a lat stage, that robustness of the RCNN model is tested in a more complex 
real environment. 
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