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Abstract. The term SMS (Short Message Service) refers to a popular text messaging service that is 

commonly used in telephone, internet, and mobile device systems. This service relies on standardized 

communication protocols that enable short text messages to be exchanged between mobile devices. The 

increase in SMS spam messages can be attributed to the higher limit of free SMS allowed by Internet Service 

Providers (ISPs) SMS spam detection relies heavily on the presence of known words, phrases, abbreviations, 

and idioms commonly used in spam messages. Studies have developed various datasets to train and test SMS 

spam detection models and have used different classification techniques to improve the accuracy and 

efficiency of these models. In the present study, various classification techniques for SMS spam detection 

have been explored such as Naive Bayes, Support Vector Machines (SVM), Decision Trees, Random Forest, 

and Neural Networks. These techniques use different approaches to identify patterns and features in the 

messages that distinguish spam from legitimate messages. Among the various algorithms Naïve Bayes 

Classifier achieved a highest accuracy of 98.44% and Matthew Correlation Coefficients value of 0.93 for the 

dataset. 
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1. Introduction 

SMS relies on standardized communication protocols that enable short text messages to be exchanged 

between mobile devices. One of the most significant benefits is the ability to send messages to thousands of 

people at once, with immediate delivery. SMS can be customized to target an individual or a group of people, 

making it a versatile and effective communication tool. The high open rate of SMS messages, which is 

estimated to be around 99%, is another benefit that makes it a reliable marketing strategy. SMS can be easily 

automated using an SMS API and integrated into other applications to enable more complex processes. 

Many retailers consider SMS marketing to be a highly effective strategy, with around 65% of retailers 

reporting positive results from SMS campaigns. Another advantage of SMS is that customers can receive and 

view messages instantly, as notifications appear on their mobile device, eliminating the need for them to 

check their inbox. Overall, SMS offers businesses an effective and efficient means of communication that is 

easily customizable and accessible to a large audience. 

According to a survey conducted by online community platform Local Circles 96% of Indians receive 

unwanted text messages every day, with almost half of the respondents receiving between four to seven such 

messages daily [6]. Most of the SMS spam originates from real estate companies, followed by banking and 

insurance offers.  

SMS has become a popular target for spammers and hackers, making it more vulnerable to compromises. 

Clicking on a malicious link or message can automatically compromise a user's mobile device. Hence, 

limiting the content a user receives is crucial. One solution to this problem is the implementation of a system 

that can inform the user whether a message is spam or not. The term "HAM" is used for non-spam messages. 

To address these challenges, systems have been trained using machine learning algorithms to identify 

whether a message is spam or not based on its content [8]. By comparing such systems, we can determine the 

most effective approach to address the issue of spam messages in SMS. 
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SMS fraud is one common form of telecom fraud, which can have devastating consequences. Fraudsters 

can send fake text messages that appear to be legitimate and trick people into providing their personal and 

financial information. The consequences of SMS fraud can be severe, including financial loss, damage to 

business reputation, and exposure of sensitive information to hackers. There are several types of SMS fraud 

that fraudsters use to deceive mobile users. These include: 

 Spam messages: These types of fraudulent messages may ask the recipient to respond with personal 

information. In some cases, spam messages may contain a web link that redirects the recipient to a 

fraudulent website where they are asked to enter their personal information in exchange for a service.  

 Grey routes can be attractive to messaging service providers and resellers because they can offer lower 

costs and greater flexibility compared to traditional messaging routes.  

 SIM farms are a type of SMS fraud that can be used by businesses to send bulk SMS messages to 

customers, but they do so use unsecured delivery methods that can compromise personal information and 

leave it vulnerable to exploitation by fraudsters. One of the key risks associated with SIM farms is that 

they can be used to send messages that appear to come from a trusted source, such as a bank or other 

financial institution, and may include links or other requests for personal information.  

 SMS phishing, also known as "smishing," is a form of social engineering that involves sending text 

messages to trick recipients into revealing sensitive information or performing an action that benefits the 

attacker.  

 SIM swap fraud, also known as "SIM splitting," is a type of fraud where a criminal gains access to a 

victim's mobile phone number by impersonating the victim and convincing the mobile phone provider to 

transfer the number to a new SIM card.  

 In a roaming fraud attack, criminals may exploit vulnerabilities in the billing systems of mobile network 

operators to make unauthorized charges on a victim's account or to gain access to the victim's personal 

information.  

 In an SMS originator spoofing attack, the attacker may use software or online services to alter the 

information that appears in the messages "From" field, which is typically used to display the phone 

number or name of the sender. By changing the "From" field, the attacker can make it appear as though 

the message was sent from a different phone number or identity, such as a trusted friend or family 

member. 

 

The paper is structured as follows: Section-2 describes the literature work, Section-3 explains the 

methodology, Section-4 depicts the result analysis and conclusion is drawn in Section-5. 

2. Related Work  

The progress in technology and communication tools has facilitated people's ability to communicate with 

one another, regardless of where they are located geographically. However, the misuse of these technologies 

by sending spam messages has become a significant concern [19-22].  

SMS spam messages are often difficult to identify and filter out due to their limited format and the fact 

that they are typically sent from unknown or non-standard phone numbers [10]. Here are some of the reasons 

why identifying spam messages in the context of SMS is particularly challenging: 

 Limited Character Count: SMS messages have a limited character count, typically 160 characters 

per message. This means that spammers have to be concise in their messages and may use shorthand 

or abbreviations that can be difficult to interpret. 

 No Standard Formatting: There is no standard format for SMS messages, which makes it difficult 

to identify spam based on formatting alone.  

 Non-Standard Phone Numbers: Spammers often use non-standard phone numbers to send SMS 

messages, making it difficult to filter out messages from known spammers or block certain numbers. 

 Lack of Context: SMS messages are often standalone messages without any context or background 

information.  

 User Behavior: Users may not report SMS spam as frequently, which makes it difficult for carriers 

and spam detection systems to identify and filter out spam messages. 

Overall, the limited format of SMS messages and the lack of standard formatting make it challenging to 

identify and filter out spam messages. To combat this, carriers and spam detection systems use a 
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combination of Machine Learning (ML) algorithms, user feedback, and other techniques to identify and 

block spam messages. 

A combination of content-based and rule-based filtering techniques can be used to effectively detect and 

filter spam in SMS messages [17]. By continually refining the filtering rules and language model, the system 

can improve its accuracy and provide a better user experience [16]. 

Delany et. al.,[1] performed spam filtering by using content-based technologies. They analyzed the spam 

messages and identified nine to ten clearly defined clusters. Ahmed et.al., [3] performed text mining on large 

datasets using various methods like decision tree, neural network, SVM and compared each of the classifiers 

based on computational efficiency and accuracy. Emphasized and proposed detection of messages based on 

supervised, unsupervised, reinforcement learning. Various Deep Neural Network (DNN) techniques in 

identifying the SPAM and HAM discussed by Nivaashini et.al., [2]. Gupta et.al., [5] compared different ML 

techniques based on their accuracies, precision, recall and CAP Curve.  

3. Methodology 

In the present work various machine learning classifiers are analyzed for SMS spam detection and details 

of the various machine learning classifiers are explained subsections.   

3.1. Classification 

Classification is a fundamental problem in ML and statistics, and it involves assigning new observations 

to predefined categories or subpopulations based on some set of features or attributes.  To build a 

classification model, one typically uses a training set of data that includes labeled examples of the different 

categories or subpopulations. The model is trained to analyze the patterns and relate the characteristics with 

labels. Once the model is trained, it can be used to predict the class labels for unseen records based on their 

characteristics. There are many different techniques that can be used for classification, such as Logistic 

Regression, Decision Trees, SVM and Neural Networks.  

Two types of Classification are: 

 Binary Classification: The technique used to divide the provided data into two different 

classifications is called binary classification, such as spam or not spam. In this case, we would use a 

binary classification algorithm to learn from the data and predict whether the message is spam or not 

based on the individual's health status. Examples of binary classification algorithms include logistic 

regression, decision trees, and SVM. 

 Multiclass Classification: The problem of identifying the species when there are more than two 

classes is known as a multi-class classification problem. 

The present study aims at classifying the objects into one of two categories they are Ham/spam. 

Creating a categorization model involves several steps, some of which are: 

 Dataset:  In the present work 5572 dataset of various SMS are used. The training dataset has been 

taken from the Kaggle repository (SMS spam collection dataset [4]). 

 Preprocessing: It involves cleaning, normalizing, and transforming the data into a format that is 

ready to be processed by the model. This includes removing stop words, stemming, and converting 

text into numerical vectors [18]. 

 Classifiers: Classification is the process of grouping data into predefined categories or classes based 

on specific features or characteristics. Regardless of the type of data, classification involves dividing 

it into subcategories or classes based on specific criteria. The classification algorithm used in the 

present study is given below.  

1. Naive Bayes is a popular classification algorithm based on Bayes' theorem, which allows us to 

calculate the probability of a category. Naive Bayes assumes that the features (or words) in the input 

text are independent of each other, which simplifies the calculations and makes the algorithm fast 

and scalable. 

2. Decision Tree: works by dividing the data into smaller subsets based on different data attributes. 

The decision tree is a supervised learning method, which means that it requires a labeled dataset as 

input [9].  

3. Support Vector Machines: are a type of supervised machine learning algorithm which work by 
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finding a hyperplane or a line that separates the different classes of data with a maximum distance 

between the hyperplane and the nearest data points from each class. 

4. K-Nearest Neighbor (KNN): is a supervised ML algorithm used for classification and regression 

tasks. In KNN, the prediction of a new data point is based on the class or value of its nearest 

neighbors in the training data.  

5. Logistic Regression: is a logistic function that takes the input features of an instance and returns a 

value between 0 and 1, which represents the probability of the instance belonging to class 1. 

6. Random Forest (RF): In this model, multiple decision trees are trained on different subsets of the 

training data and with different subsets of the features.  

7. Ada-boost or Adaptive Boosting [11]: is an ensemble learning method that combines multiple 

feeble classifiers to create a powerful classifier. It works by repetitive training the classifiers on 

weighted versions of the training dataset. 

8. Bagging (short for Bootstrap Aggregating) [12][13]: is a method that uses randomization to 

reduce the variance of a ML algorithm. The randomization introduced by bagging reduces 

overfitting and improves accuracy and robustness. 

9. Extremely Randomized Trees Classifier [15]: (Extra Trees Classifier) In the Extra Trees Classifier, 

the decision trees are built using a random subset of the features, rather than considering all the 

features at each split point. 

3.2. Performance Metrics for Classification Problems 

Accuracy: This metric is often used to evaluate the performance of a classification model, where the 

model is trained with predicting the correct class label for each observation in a dataset.  

 

Accuracy = correct predictions/ total predictions 

 

The accuracy score ranges from 0 to 1, with a value of 1 indicating a perfect model that makes no errors 

in its predictions.  

Confusion Matrix: 

 

 
Fig 1: Confusion Matrix 

The Fig 1. summarizes the number of correct and incorrect predictions made by the model, by 

comparing the predicted class labels to the actual class labels in the test dataset. 

The confusion matrix helps in visualizing the performance of a classification model and calculating 

various performance metrics like accuracy, precision, recall, F1-score, etc. from the predicted and actual 

values. 

Recall, Precision, F-Score 

 

 Recall  = TP / (TP+FN) 

 Precision = TP / (TP+FP) 

 F1-score= 2 * (Recall * Precision) / (Recall + Precision)  

Cohen Kappa Score:  
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Kappa = (Observed Accuracy – Expected Accuracy)/ (1-Expected Accuracy) 

Table 1: Kapa Score and Interpretation 

K Interpretation 

<0 Poor agreement 

0.1 – 2.0 Slight agreement 

0.21 – 0.40 Fair agreement 

0.41 – 0.60 Moderate agreement 

0.61 – 0.80 Substantial agreement 

0.81 – 1.0 Almost perfect agreement 

 
Matthews correlation coefficient (MCC): [14] 

 

MCC = (TP*TN – FP*FN) /√(TP+FP)(TP+FN)(TN+FP)(TN+FN) 

 

The value for MCC ranges from -1 to 1 where: 

 -1 indicates total disagreement between predicted classes and actual classes. 

 0 is synonymous with completely random guessing. 

 1 indicates total agreement between predicted classes and actual classes. 

4. Results and Discussion 

This section discusses the outcomes of different machine learning classifiers and compares them using 

performance indicators. The amount of spam and junk mail in the dataset under consideration is depicted in 

Fig. 2. Fig 3 depicts the distribution of Spam and Ham messages based on message length. 

 

Fig 2: Number of Spam and Ham messages in dataset 
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Fig 3: Number of Spam and Ham messages based on message length. 

 

4.2 Confusion Matrix Visualization for different Classifiers 

Fig. 4, 5, 6, 7 and 8 display confusion matrix visualization for several classifiers. It has been observed 

that decision tree classifiers create more false positives than other techniques. In a similar vein, the KNN 

algorithm generates more false positives than other techniques. 

 

     

(a)                                                                                         (b) 

Fig 4: Confusion matrix for (a) Naïve Bayes and (b) Decision Tree classifiers. 

     

(a)                                                                                           (b) 

Fig 5: Confusion matrix for (a) SVM and (b) KNN classifier. 
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(a)                                                                              (b) 

Fig 6: Confusion matrix for (a) Logistic Regression and (b) RF classifier. 

 

     
(a)                                                                              (b) 

Fig 7: Confusion matrix for (a) Ada-boost and (b) Bagging classifier. 

 
Fig 8: Confusion matrix for Extra Tree Classifier. 

Table 2: Comparison Table of different classifiers based on Accuracy, Precision, Recall, F1 Score, Kappa 

Coefficient and Matthew Correlation Coefficients. 

S.No Classifier Accuracy  Precision Recall 
F1 

Score 

Kappa 

Coefficient 

Matthew 

Correlation 

Coefficients 

1 Naive Bayes (NB) 0.98 0.99 0.99 0.99 0.93 0.93 

2 Decision Tree (DT) 0.95 0.97 0.97 0.97 0.82 0.82 

3 
Support Vector 

Machine (SVM) 
0.97 0.97 0.99 0.98 0.90 0.90 

4 
K-Nearest 

Neighbor (KN) 
0.92 0.92 0.99 0.95 0.59 0.64 

5 
Logistic 

Regression (LR) 
0.94 0.94 0.98 0.96 0.73 0.74 
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6 
Random Forest 

(RF) 
0.97 0.96 1.00 0.98 0.86 0.87 

7 AdaBoost 0.96 0.96 0.99 0.98 0.85 0.85 

8 
Bagging Classifier 

(BgC) 
0.96 0.97 0.98 0.98 0.85 0.85 

9 
Extra Trees 

Classifier (ETC) 
0.97 0.97 0.99 0.98 0.89 0.90 

 

  

Fig 9: Comparison of different algorithms and performance metrics. 

From the studies, it can be observed that the Naive Bayes algorithm performs better than all other 

algorithms, with a F1-score of 0.99 and a Kappa coefficient of 0.93. Additionally, it can be noted that the 

SVM and ETC algorithms performed favorably on the dataset. With an F1-score of 0.89, the RF, AdaBoost, 

and Bagging classifier algorithms perform similarly to one another. This finding implies that several 

ensemble approaches can detect spam with comparable success. Furthermore, it can be noted that the RF 

algorithm generated a recall value of 1, suggesting that it has no false negatives. Additionally, Table 2 lists 

the various performance metrics comparisons of these methods.   

5. Conclusion 

Spam detection is crucial for protecting message communication. The present study focussed on 

evaluating ML techniques for spam SMS detection where different classifiers namely, Naive Bayes, 

Decision Tree, SVM, K-Nearest Neighbour, Logistic Regression, Random Forest, AdaBoost, Bagging 

Classifier and Extra Trees Classifier are analysed with six different evaluation methods such as Accuracy, 

Precision, Recall, F1Score, Kappa Coefficient and Matthew Correlation Coefficients. From the dataset 80% 

of SMS are used for training the classifier and remaining is used for testing. The results obtained from our 

evaluation of the classifiers shows that K-Nearest Neighbour achieved the lowest accuracy of 92.4%, with 

precision of 0.92 and Matthew Correlation Coefficients of 0.64. 

Naïve Bayes Classifier achieves the highest accuracy of 98.44% and Matthew Correlation Coefficients 

value of 0.93. The findings imply that the Naive Bayes is more efficient for precise and prompt identification 

of spam and will secure messaging systems. We can continuously adapt the techniques to evade detection, 

using a diverse set of machine learning models can help identify previously unseen types of spam messages. 

In future we can explore Deep Learning techniques to accurately detect spam SMS. 
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