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Abstract. The recently proposed Detection Transformer (DETR) model applies the transformer encoder and decoder architecture to object detection and achieves comparable performance with CNN-based detection frameworks. However, DETR and other relevant variants usually use CNNs as backbone so that the output features of backbone are unfriendly to transformer encoders and decoders. Therefore, we propose a CNN-free end-to-end detector completely based on Transformer encoder and decoder. In addition, most detector based on transformer encoder and decoder problems lie in two aspects: slow convergence as well as disappointing detection performance for small targets. In this paper, we have improved encoder and decoder respectively for the above two issues. Firstly, we introduce multiscale encoder with feature interaction, in which there are only a few CNN operations. Additionally, we improved content object query and positional object query in the self-attention of decoder via introduce ground truth label embedding and dynamic anchor bbox, respectively. As result, it leads to impressive performance 46.9%AP and 28.8%AP3 on MS-COCO 2017 benchmark among the DETR-like detector using ResNet50 with DC5 or without DC5 of pre-trained on ImageNet as backbone trained in 50 epochs. We also conducted some experiments to confirm our analysis and verify the effectiveness of our method.
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1. Introduction

Object detection is a fundamental task in computer vision of wide applications. The object detection task is to predict the bounding box and class of each target in the image, and in the last decade, most detectors have been implemented based on deep convolutional networks. There are mainly two kinds of branch detection method, anchor-bbox method, such as RCNN family [1-2], SSD [3], YOLOv2-v5 [4-7], RetinaNet [8] as well as EfficientDet [9], and anchor-free method, including CenterNet [10], CornerNet [11], FCOS [12], and so on.

In contrast to anchor-based detectors, DETR [13] models object detection as a set prediction problem and uses 100 or 300 learnable object queries to probe and capture features from the output of Transformer encoders rather than from the neck in anchor-based method. And finally uses the binary graph matching algorithm to perform set-based box prediction and classification. Such a design effectively eliminates hand-designed anchors and non-maximum suppression (NMS) in the post-processing and makes object detection end-to-end optimizable. Since the input feature maps in encoder tend to be single scale, this is not friendly for detecting small targets or targets with large size differences. Besides, the positional object query in self-attention of decoder is randomly initialized and content object query usually initialized to a zero tensor, which cause plenty of time consumption for object query to capture independent areas of the image. To obtain a good performance, it usually takes 500 epochs of training on the COCO dataset, in contrast to 108 epochs used in the original Faster-RCNN-FPN training.

Much works has tried to identify the root cause and introduce multi-scale structure in the encoder or mitigate the slow convergence issue. Some of them address the problem through improving the model
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architecture. For instance, deformable DETR [14] replaces the global self-attention and cross-attention in encoder and decoder with a variability Attention structure. As for a query, each layer samples k points as a key, and uses a multi-scale encoder structure. Nevertheless, deformable DETR does not use the multi-scale fusion mechanism that combine FPN with MSA in encoder. Although SMCA [15] uses multi-scale encoder, it only replaces self-attention with FPN [16] in encoder directly, ignoring self-attention’s ability to capture global features. As for Anchor DETR [17], positional object query and content object query are obtained based on randomly initialized 2D reference point and patterns through tensor’s operations, so that each object query can capture image regions of 3 different pattern independently of each other. DAB-DETR [18] interprets the object query as a 4-D anchor box, integrates the scale information of anchor boxes into the object query on the basis of fusing the center point information, and updates it iteratively layer by layer.

Despite all the progress, few work pays attention to not only the effective encoder design about multiscale feature fusion and the bipartite graph matching part for more efficient training. In this study, we use swin-transformer as the backbone of model and design an encoder with a multiscale feature fusion mechanism rather than use FPN directly to replace the encoder in the DETR. Besides, we find that the slow convergence issue also results from the discrete bipartite graph matching component and the positional object query with no regularity. It lead to the whole train process of DETR is unstable especially in the early stages due to the nature of stochastic optimization most likely. As a consequence, for the same image, it is usually unstable for each object query to match the corresponding target, which makes optimization time-consuming and inconstant.

To address the problems above, in this paper, we propose a novel fully transformer detector with multiscale encoder and dynamic decoder. The main contributions are as follows:

1. We redesigned the encoder in DETR, three feature maps of different scales from swin are used as the input of encoder to carry out feature fusion before attention block. In this way, the advantages of attention and feature fusion can be fully utilized. Therefore, it can not only achieve cross-scale feature fusion, but also enforce cross-window information interaction under the same scale.

2. We analyze the root causes of sluggish DETR training process and gain a deeper understanding about DETR in training phase. We have made improvements to content query and positional query respectively. Content query continues to be obtained by the denosing training approach. Another adopts a parallel approach to integrate center point and scale information from 4-D anchor prior into content object query.

3. Experiments show that this method has a significant improvement in detection performance compared with original DETR, especially in the detection accuracy of small targets (+3.6AP and +6.3AP₃ compared with ResNet50-DC5 as backbone). In addition, we also performed extensive ablation experiments to analyze the effectiveness of different components in our proposed model, for instance, multiscale encoder, encoder layers and scale of feature fusion.

2. Related Works

2.1. CNN-based Object Detection

With the emergence of deep convolutional networks, a large number of algorithms for object detection have emerged in the past few years. Although different subdivided detection tasks have appeared, such as domain adaptive detection, few shot detection and unsupervised or semi-supervised detection, anchor-based method is still in the dominant position. Anchor-based method is subdivided into two categories: anchor-bbox and anchor-point. Anchor-bbox detector is based on a series of prior boxes (proposals) manually set or obtained through clustering, finetune is performed according to the proposal, and the final detection result is obtained after post-processing. Among them, it can be divided into two-stage detector and one-stage detector according to the existence of RPN network. The two-stage detector family includes Fast RCNN [1], Faster-RCNN [2], Mask RCNN [19], Cascade R-CNN [20], Libra R-CNN [21], etc. As for the one-stage test family, the most representative ones are SSD [3], YOLOv2-v 5[4-7], RetinaNet [8], EfficientDet [9]. And another branch based on the anchor-free method is also developing rapidly, including: YOLOv1 [22], CornerNet [11], CenterNet [10], FCOS [12], etc.
2.2. Transformer and Its Variants

Since ViT [23] has been successfully applied to image tasks, the development of Transformer in image is becoming more and more rapid, and the Transformer system in visual tasks is becoming rich increasingly. The reason why Transformer attracts a large number of workers to study is that Transformer has a unified form. This unified form allows researchers to focus on more detailed design and innovation. It can be divided into the following two branches.

**Backbone based on Transformer.** Since the patch size segmented by each level of ViT is the same, that is, coarse-grained image patch is used as the input, it can be found that the network result of ViT is a columnar structure, rather than a trapezoidal structure like the classic CNN model such as ResNet [24]. Although ViT has achieved considerable performance in image classification tasks, the performance of semantic segmentation for high-resolution (e.g. 800×1333) intensive image tasks is not good, mainly because the feature output of each level is single-scale and low-resolution. In addition, the computations and memory consumption brought by traditional self-attention is also huge. Many backbones based on transformer focusing on multi-scale and novel self-attention mechanism have emerged recently. For example, PVT [25] introduce different sizes of the patch embedding layer to ensure that the resolution of the feature map decreases successively, and the dimension of the feature map increases gradually. In addition, subsampling of key and value is done before self-attention. Swin [26] is also introduced as a hierarchical Transformer. It is also suggested that alternating the use of window MSA and shifted-window MSA not only reduces the computations of self-attention, but also brings cross-window interaction that limits attention to non-overlapping local windows, thereby pulling in richer context information and images features.

**Transformer Detector.** Applications of Transformer for CV tasks include: object detection, semantic segmentation, object tracking and so on. Here, we only analyze Transformer in the field of object detection. After the appearance of DETR [13] a novel object detection structure is gradually established. Due to the binary graph matching algorithm is used to calculate loss in the training process, the NMS operation is completely discarded in the post-processing, and it is a complete anchor-free and end-to-end detector. The drawback is that the query part of decoder in DETR is initialized randomly. As a result, it will take a lot of time for the object query to capture the independent and meaningful areas of the image. This is why DETR’s training time is too slow and difficult to convergence. SMCA [15] introduces a Gaussian prior to the cross-attention of decoder to adjust the learned attention weights map. Although the performance has been improved, it does not give a reasonable explanation for the slow training caused by DETR’s query. Conditional DETR [27] generates learnable positional queries by linear mapping of the position coordinates of the reference points, which participate in the training of cross-attention with the output of the encoder, decoupling the attention formula. Anchor DETR [17] obtains object query and decoder embedding based on the randomly generated reference point and pattern, so that each object query can independently capture different pattern image regions. As well as a novel attention mechanism in cross-attention of decoder is introduced to reduce computation and memory consumption. DN-DETR [28] consists of two parts: flip the real label to any other label at random with a certain probability and add box noise in two dimensions of center shifting and box scaling. Besides, in self-attention of decoder need to add an extra attention mask to prevent information leakage. While above works correlates object queries with location information, most of the work is based on low-resolution single-scale feature map for location search, ignoring a crucial problem: low-resolution single-scale detection is unfriendly to small targets and large size differences.

3. Methodology

3.1. Multiscale Encoder

DETR and a series of variants always selects the feature map that is the last bottleneck of the backbone as the input of the encoder and its corresponding positional encoding: \( F \in \mathbb{R}^{H \times W \times 2048} \), \( \text{Pos} \in \mathbb{R}^{H \times W \times 256} \). Why does our model use swin transformer as backbone instead of ResNet? The advantage of swin transformer lies in the hierarchy, locality and translation based on ViT By introducing the attention mechanism of alternate use W-MSA as well as SW-MSA, it achieves better performance in visual tasks compared with CNN-based networks. The specific advantages lie in the following two aspects: (1) **Hierarchy.** It can be seen from the original paper that the image is imported through patch partition and passes through multiple stages, in which
patch merging and swin transformer block are processed respectively in each stage. In this process, the size of the image is constantly reduced. At the same time, the number of channels is constantly increasing, which is the hierarchy of the structure. This is why we chose swin transformer as backbone rather than ViT. (2)

Dependencies between Data. The features learned from the attention mechanism are interrelated with each other with better universality and do not completely depend on the data itself. The focus is not only on local information, there is a diffusion mechanism from local to global to find expression. In addition, many parameters learned from CNN are static and fixed after learning, while Transformer can dynamically change each parameter. Meanwhile, transformer is more adaptable to big data such as COCO [29], and it is obvious that the performance of the model gets better and better as the amount of data increases.

Due to the large size difference of targets in COCO dataset, encoder and decoder only focus on single scale feature map for relationship modeling which is friendly for large target detection and the performance of small target detection will be degraded. Therefore, introduce multiscale encoder can not only solve the performance problem of large scale’s gap between detection targets, but also make the detection of small targets more accurate. Unlike SMCA, it only replaces self-attention with FPN [16] in encoder directly, ignoring self-attention’s ability to capture global features. In this case, key and value are completely based on the features extracted by CNNs, which loses the most important advantage of attention: message passing and the acquisition of global features, and based on this, using object query to match relevant regions and extract features for prediction may bring negative effects. Different from these methods, our approach is to use the idea of feature fusion for self-attention.

The overall network architecture is shown in Fig. 1. In encoder, feature maps $P_1$, $P_2$ and $P_3$ of the last three stages in swin transformer-Base are used as the input of encoder: $P_1 \in \mathbb{R}^{H/8 \times W/8 \times 256}$, $P_2 \in \mathbb{R}^{H/16 \times W/16 \times 512}$ and $P_3 \in \mathbb{R}^{H/32 \times W/32 \times 1024}$. And the downsampling factors relative to the original input image are 8, 16 and 32 respectively. Firstly, both feature map $P_2$ and $P_3$ go through an MLP block, which can be regarded as a 1x1 convolution operation, and the channel will be reduced to 256, which is convenient for subsequent feature fusion and self-attention operation. Then, self-attention is only used after each feature fusion. Of course, the attention mechanism here continues to use swin transformer block, namely W-MSA and SW-MSA. Feature map $P_1$ will through a downsample block, while feature map $P_3$ will through an upsample block, and carry out feature fusion with feature map $P_2$ respectively. Meantime, each fusion is followed by layer normalization and GELU activation functions. Now, there will be three different scale feature maps for self-attention. Finally, the three output feature maps in attention block are fused again to get one of the outputs of the current encoder block; The other two parts, contrary to the previous methods of upsampling and downsampling, go through the upsample and downsample block respectively, and conduct a feature fusion with the initial input $P_1$ and $P_3$ respectively. This process can be regarded as a short cut. Therefore, the above process is one multiscale encoder operation.

Fig. 1: Fully Transformer Detector architecture.
In the further analysis, for the feature map $P_1$, $P_2$ and $P_3$ of three different scales, the semantic information and spatial location information contained in the feature map $P_3$ (downsampling factor is 32) are the most critical for the CV task including image classification, object detection and semantic segmentation. No matter for W-MSA or SW-MSA attention mechanism, the above two types will involve the window division of feature map. For detection tasks, the size of input image is not fixed, and the size is not completely an integer multiple of 2, which leads to the feature map of the output of backbone cannot be divided into the same size windows. An additional padding operation is required to divide the window, and once the padding is done, the corresponding positional encoding also needs to be done. In this way, the original semantic information and spatial location information of $P_3$ may be destroyed. So, we don’t enable self-attention operation to the last scale feature map. Besides, if $P_3$ is selected as the input standard of self-attention, the parameters and computations of the model will increase dramatically. Based on the above considerations, we finally choose the feature map of the intermediate scale as the standard of feature fusion. For the ablation experiment in this part, see Table 3.

3.2. Dynamic Decoder

In contrast to the self-attention of encoder and the cross-attention of decoder in DETR, the biggest difference between the above two branch is that the composition of query is different. Meanwhile, the positional encoding information of object query in DETR is randomly initialized, then reference point is obtained by object query through MLP and is not updated layer by layer, but a fixed mode prior center point. In addition, only the prior of anchor center point is generated, without the width and height information. Therefore, in the early training stage, the specific areas concerned by object query are either extremely large or extremely small, and it is difficult to capture the specific region in the same image. It takes a long time to train an object query to focus on a particular region. On the other hand, as for the content query, it is initialized to zero’s tensor in the DETR. Then, it was fused with the positional query and sent to the decoder’s self-attention module. As a result, the decoder embedding will be mapped to the same space of feature map after the first cross-attention, which will also affect the convergence speed of the model.

![Fig. 2: Dynamic decoder structure.](image)

For the convenience of explanation, we make the following declare: assume that $P_i \in \mathbb{R}^{N \times 4}$ represents the i-th anchor bbox, and the four dimensions respectively represent the parameter information of bboxes $x_i, y_i, w_i, h_i$. $Q_c \in \mathbb{R}^{N \times D}$ and $Q_p \in \mathbb{R}^{N \times D}$ represent content object query and positional object query, respectively. Here, $D$ (e.g.256) represents the dimensions of the object query and decoder embedding, as for N represents the number of object queries. The overall structure of decoder is shown in Fig. 2.
Based on the thought proposed in Anchor DETR, object query should learn different patterns. Therefore, anchor prior through dimension transformation to obtain \( A_i \in \mathbb{R}^{N \times p \times 4} \), here \( p \) represents the number of patterns to be learned.

\[
A_i = \text{ShapeModify}(P_i) \tag{1}
\]

\[
tgt = \text{ShapeModify}(\text{Pattern}) \tag{2}
\]

The above equation 1 and 2 are expressed tensor operation of unsqueeze and repeat in PyTorch, which does not add extra any parameters or computations. Similarly, content object query of self-attention in decoder is \( tgt \in \mathbb{R}^{N \times p \times D} \) obtained by dimensional adjustment.

In the case of positional query generation in self-attention, the operation is similar to that in DAB-DETR. But the biggest difference in our approach is the positional query generation in cross-attention. In DAB-DETR, anchor boxes are operated by the sine embedding mapping to get object sine query, named \( Q_{base} \). In order to facilitate the integration with decoder embedding as well as subsequent width height modulated. In the source code, \( Q_{base} \) directly intercepts the dimension and then performs subsequent operations. Equation 4 is as follows: \( Q_{base} \in \mathbb{R}^{N \times 2D} \rightarrow Q'_{base} = Q_{base}[\ldots; D] \in \mathbb{R}^{N \times D} \)

While the information contained in the first half of the original \( Q_{base} \) is generated based on the center point of anchor prior, the second half is generated based on the height and width of anchor prior. Only the embedding of the prior center point is obtained here, and then the integration with the decoder embedding on the center point dimension as well as the integration of the size information of anchor. Since the embedding of anchor point is used to integrate the previous decoder layer's output and scale information of anchor simultaneously, result in some embedding about anchor scale information may be lost. So, we adopt a parallel approach to integrate center point and scale information respectively. In order to better illustrate how we're fusing positional query and content query, here pattern will be set 1, batch size also be set 1. Firstly, \( Q_{base} \in \mathbb{R}^{N \times 2D} \) is generated in the same way as DAB-DETR. Here, \( A \in \mathbb{R}^{N \times 4} \) indicates anchor prior.

\[
Q_{base} = \text{SinEmbed}(\text{sigmoid}(A)) \tag{3}
\]

Next, we split the anchor embedding into two parts: center point and scale information. That is to say, \( Q_{base} \) is divided into \( Q_{base}^{xy} \) and \( Q_{base}^{wh} \) in the direction of the embedding dimension.

Meantime, we fused the positional query of the center point and the positional query of the scale information with the content query (tgt) respectively. In addition, two learnable hyper-parameters \( \alpha \) and \( \beta \) will be used to adjust it respectively and dynamically maintain the embedded information corresponding to the learned center point and scale. Finally, the two fused parts \( Q_{fused}^{xy} \in \mathbb{R}^{N \times D} \) and \( Q_{fused}^{wh} \in \mathbb{R}^{N \times D} \) are concatenate and reduced by a linear mapping: \( \mathbb{R}^{2D} \rightarrow \mathbb{R}^{D} \) to get positional query \( Q_p \) facilitate the fusion of content query \( Q_c \) in cross-attention module.

\[
Q_{fused}^{xy} = \alpha \times Q_{base}^{xy} \times \text{MLP}(tgt) \tag{4}
\]

\[
Q_{fused}^{wh} = \beta \times \frac{Q_{base}^{wh}}{A[\ldots; 2]} \times \text{sigmoid}(\text{MLP}(tgt)) \tag{5}
\]

\[
Q_p = \text{MLP}\left(\text{Concat}(Q_{fused}^{xy}, Q_{fused}^{wh})\right) \tag{6}
\]

In the summary, the improvement of decoder mainly includes two parts:

1. **Positional Object Query in Self-Attention and Cross-Attention.** In the self-attention module, the content object query is obtained using a learnable pattern embedding; randomly initialize anchor prior to obtaining positional object query and positional key, respectively, by sine embedding function and MLP block with two linear mapping layers. In the cross-attention module, the content object query is the output from the encoder; The anchor prior embedding will be divided into the embedding of the center point and the embedding of the scale information in the feature dimension, and the feature fusion with the content object query will be carried out in the element-wise multiply mode. Then concatenate the two mapping results as a positional object query. In addition, the prediction output of the bbox head branch needs to obtain the reference point in element-wise additionally with the current anchor prior, which is used as the anchor prior of the next iteration so that the layer and layer update of anchor are realized.
(2) Denosing Training Approach. In essence, each layer of decoder will predict the relative offset \((Δx, Δy, Δw, Δh)\) and update the anchor box to get a more accurate anchor box \((Δx + x, Δy + y, Δw + w, Δh + h)\) for prediction and transmit it to the next decoder layer. Therefore, the decoder can be thought of as learning two parameters: The position and relative offset of the anchor box. Besides, content queries in denoising training approach can be regarded as anchor position learning, while unstable matching of query and region will lead to predict unstable anchor, thus making relative offset learning difficult. For the content query, it is replaced by the label embedding, and the label is reconstructed by adding noise. For 4-D positional query, only adding a tiny positional disturbance near the ground truth as noise gives so that rebuilding the real box directly without the need for tedious Hungarian matching. Because denoising is a training mode that does not change the model structure, it is suitable for representing decoder query as 4-D coordinates. So, we adopt this trick as well.

4. Experiments

4.1. Experiment Settings

Dataset. We verify the proposed method in this paper on COCO2017[29] dataset. To be specific, model training is conducted on COCO2017 training set (118k images) and model verification is conducted on COCO2017’s verification set (5k images).

Training Details. We continue to follow the training details of DETR. Backbone uses Swin-Base and Swin-Small, which are pre-trained on ImageNet [30] in original paper, and only finetune the last three stage’s parameters. Weight decay set to \(10^{-4}\), using AdamW [31] optimizer, initial learning rate set to \(10^{-3}\). Learning rate scheduled to use StepLR: For training 50 epoch, the learning rate drops to 10 times of the initial value at the 40th epoch; For training 100 epoch, the learning rate drops to 10 times of the initial value at the 75th epoch and for training 150 epoch, the learning rate drops to 10 times of the initial value at the 100th epoch. Unlike DETR, 300 object queries were used instead of 100, and Generalized focal loss was used instead of the previous focal loss. The learning rate in encoder-decoder of DETR is set to \(10^{-3}\) and the dropout factor ratio is 0.1. For multiscale encoder, feature map down sampling ratio is 8,16,32, All downsampling block adopt the feature fusion of convolution of \(3 \times 3\), \(s = 2\) and max pooling of \(2 \times 2\). In the MSA module, we still use swin-transformer block. Related details about the loss matrix for binary graph matching: the coefficients of focal loss for classification, L1 distance loss and GIoU loss [32] for location are set as 2, 5, 2 respectively. After the best matching pairs of object query and GT were obtained, the whole network was trained by minimizing generalized focal loss [33], L1 loss and GIoU loss and the weights of the three loss parts were still 2, 5, 2. In addition, for data preprocessing, a more conventional data enhancement method is used: resize the image size ensure the minimum size of the short side of the image is 480px, the maximum size of 800px, and the maximum size of the long side of the image is 1333px; Randomly crop the original image at a ratio of 0.25; Flip horizontally at a random rate of 0.25. All of the model experiments were trained on four NVIDIA GeForce RTX 3090 with the batch size set to 1 on each GPU.

4.2. Main Results

We comprehensively compare the proposed fully transformer detector (FTD) with DETR and other variants of DETR, including single-scale and multi-scale models. The related DETR models are named as DETR-R50, DETR-R50-DC5, DETR-R101, DETR-R101-DC5 (R50 and R101 indicate that ResNet50 and ResNet101 are used as the backbone, respectively. DC5 indicates that the backbone uses dilated convolution in its last bottleneck) for the DETR variants. Our models are named FTD-Swin-B and FTD-Swin-S respectively. Table 1 shows the main results of COCO 2017 verification set. We compare the original DETR, Conditional DETR, Faster RCNN, Anchor-DETR, SMCA, Deformable DETR, DAB-DETR and DN-DETR. Compared with vanilla DETR using R101-DC5 as backbone achieved comparable performance in the 50 epochs training schedule: 46.9%AP vs 44.9%AP. Especially in the performance of detecting small targets, there is a big increase: 28.8%AR5 vs 23.7%AR5. As for FFN module in attention block of encoder, the intermediate dimension is set to 1024, and the encoder layer is set to 4. The ablation experiment of encoder layers can be seen in Table 4.
the fusion standard for the feature fusion before attention? Here, three different scale of feature map are structure was change, and all experiments were carried out on the COCO 2017 validation dataset.

Adaptive positional object query in decoder obtains the same way; Data enhancement, the hyper-parameters Table 2 In order to ensure the fairness and effectiveness of the experiment, encoder layer 4 is adopted; structures: FPN encoder [15], vanilla encoder [13] and multiscale encoder proposed in our model, as show in consistent, and the data preprocessing is the same.

To validate different components of our proposed FTD, includes multiscale encoder and the fusion mechanism of positional object query. We perform a series of ablation studies in compared with the vanilla DETR. We choose original DETR with the ResNet101-DC5 backbone of the ImageNet-pretrained from TORCHVISION as baseline model for comparison. In order to ensure that the experiment is fair and reasonable, all experiments are trained for 50 epochs, the learning rate schedule and the optimizer is consistent, and the data preprocessing is the same.

Table 2: Encoder structure comparison. AP and AP5 are reported on COCO 2017 validation dataset. The multiscale encoder structure we proposed offer a nearly 2%AP increase compared to using the vanilla encoder.

4.3. Ablation Results
To validate different components of our proposed FTD, includes multiscale encoder and the fusion mechanism of positional object query. We perform a series of ablation studies in compared with the vanilla DETR. We choose original DETR with the ResNet101-DC5 backbone of the ImageNet-pretrained from TORCHVISION as baseline model for comparison. In order to ensure that the experiment is fair and reasonable, all experiments are trained for 50 epochs, the learning rate schedule and the optimizer is consistent, and the data preprocessing is the same.

Table 2: Encoder structure comparison. AP and AP5 are reported on COCO 2017 validation dataset. The multiscale encoder structure we proposed offer a nearly 2%AP increase compared to using the vanilla encoder.

Multiscale Encoder. Combined with the previous analysis, we compare three different encoder structures: FPN encoder [15], vanilla encoder [13] and multiscale encoder proposed in our model, as show in Table 2 In order to ensure the fairness and effectiveness of the experiment, encoder layer 4 is adopted; Adaptive positional object query in decoder obtains the same way; Data enhancement, the hyper-parameters and learning plans of the training process are consistent. Swin-B is used as the backbone. Only the encoder structure was change, and all experiments were carried out on the COCO 2017 validation dataset.

Scale of Feature Fusion. In the feature fusion part of encoder. Which size feature map should be used as the fusion standard for the feature fusion before attention? Here, three different scale of feature map are mainly used for ablation experiments. The results are shown in Table 3. Because P5 is selected as the input standard of self-attention, the parameters and computations of the model will increase dramatically.
Table 3: Ablation study on the scale of feature fusion, AP and AP5 are reported on COCO 2017 validation dataset. The feature map with a subsampling ratio of 8 is used as the fusion standard, the rest are set up similarly.

<table>
<thead>
<tr>
<th>Fusion scale</th>
<th>Epoch</th>
<th>AP</th>
<th>AP5</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>50</td>
<td>43.8</td>
<td>24.1</td>
</tr>
<tr>
<td>P2</td>
<td>50</td>
<td><strong>46.9</strong></td>
<td><strong>28.8</strong></td>
</tr>
<tr>
<td>P3</td>
<td>50</td>
<td>46.1</td>
<td>27.7</td>
</tr>
</tbody>
</table>

Table 4: Ablation study on the encoder layers, AP and parameters are reported on COCO 2017 validation dataset.

<table>
<thead>
<tr>
<th>Encoder layers</th>
<th>Epoch</th>
<th>Params(M)</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>50</td>
<td>114</td>
<td>44.7</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>126</td>
<td><strong>46.9</strong></td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>141</td>
<td><strong>47.1</strong></td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>158</td>
<td>45.8</td>
</tr>
</tbody>
</table>

**Encoder Layers.** Since the encoder in our model includes both attention and feature fusion, encoder layer is an important factor affecting the model parameters, computations, and the accuracy of detection. Similarly, keep the other model hyper-parameters, training parameters, and data enhancement consistent. The results are shown in Table 4. When encoder layers is 3, it can be seen that the model parameters is small, but its detection accuracy is only 44.7% AP. It is not difficult to see that only three encoder layers cannot extract features well. However, when the encoder layer is 4, it is almost saturated. If the encoder layer continues to increase, there is only a small increase of AP, but the model parameters and FLOPs is huge. Surprisingly, precision even tends to drop if the same number of encoder layer as the DETR-like model is maintained.

Table 5: Ablation study on the way to obtain positional object query of cross-attention, AP and AP50 are reported on COCO 2017 validation dataset.

<table>
<thead>
<tr>
<th>Positional object query</th>
<th>Epoch</th>
<th>AP</th>
<th>AP50</th>
</tr>
</thead>
<tbody>
<tr>
<td>learnable anchor point [13]</td>
<td>50</td>
<td>44.8</td>
<td>64.9</td>
</tr>
<tr>
<td>learnable anchor bbox [15]</td>
<td>50</td>
<td>46.3</td>
<td>66.4</td>
</tr>
<tr>
<td>separated learnable anchor bbox</td>
<td>50</td>
<td><strong>46.9</strong></td>
<td><strong>66.8</strong></td>
</tr>
</tbody>
</table>

**Dynamic Decoder.** We compare three ways of generating the positional object query of cross-attention. Since only changing the positional object query generation method brings about very small parameters and calculations, the comparison of the model parameters is not considered here. The results are shown in Table 5. Learnable anchor point means that the original DETR method is used to directly treat the initialized object query as positional object query of cross-attention and the anchor point is not updated layer by layer. Besides, it only generates the anchor center point without introducing scale information. Learnable anchor bboxes represents the method proposed in DAB-DETR: 4-dimensional learnable boxes are obtained via sine function and MLP block, and then positional object query is gained by the fusion of center point and size information. Separated learnable anchor bboxes is the method we use to separate the center point and scale, and then conduct corresponding information fusion to obtain positional object query. The other model settings remain the same. Due to we used the denoising train approach in decoder so that the baseline we compared also used it.

5. **Conclusion**

We show a simple and efficient DETR variant with multiscale encoder and dynamic decoder. The multiscale encoder performs the attention operation while the feature fusion is performed. This kind of clever involvement can not only make full use of the advantages of feature fusion, but also give play to the advantages of attention mechanism. Besides, we have also carried out decoder improvements to further explore the role of positional object query in cross-attention, and adopt a parallel approach to integrate anchor prior’s center point and scale information into content object query. This shrinks the spatial range for the content object query to localize the distinct regions, thus capturing the RoIs more easily and reducing the training difficulty. The proposed detector can achieve better performance than the DETR and its variants.
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