
 Statistical Machine Translation between Myanmar and Myeik 

Thazin Myint Oo 1, Ye Kyaw Thu 2, Khin Mar Soe 1 and Thepchai Supnithi 2 
1 University of Computer Studies Yangon, Myanmar  

2 National Electronics and Computer Technology Center, Thailand  

Abstract. This paper contributes the first evaluation of the quality of machine translation between 
Myanmar  and Myeik (also known as Beik) . We also developed a Myanmar-Myeik parallel corpus (around 
10K sentences) based on the Myanmar language of ASEAN MT corpus. In addition, two types of 
segmentation were studied word and syllable segmentation. The 10 folds cross-validation experiments were 
carried out using three different statistical machine translation approaches: phrase-based, hierarchical phrase-
based, and the operation sequence model (OSM). The results show that all three statistical machine 
translation approaches give higher and comparable BLEU and RIBES scores for both Myanmar to Myeik and 
Myeik to Myanmar machine translations. OSM approach achieved the highest BLEU and RIBES scores 
among three approaches. We also found that syllable segmentation is appropriate for translation quality 
comparing with word level segmentation results. 

Keywords: Statistical machine translation, Myanmar language (Burmese), Myeik dialect, Machine 
translation for dialects, Parallel corpus developing 

1. Introduction 

Our main motivation for this research is to investigate SMT performance for Myanmar (Burmese) and 
Myeik language pair. The Myeik language is closely related to Myanmar (Burmese) language and it is often 
considered as dialect of Myanmar language. The state-of-the-art techniques of statistical machine translation 
(SMT) [1], [2] demonstrate good performance on translation of languages with relatively similar word orders 
[3]. 

To date, there have been some studies on the SMT of Myanmar language. Ye Kyaw Thu et al. (2016) [4] 
presented the first large-scale study of the translation of the Myanmar language. A total of 40 language pairs 
were used in the study that included languages both similar and fundamentally different from Myanmar. The 
results show that the hierarchical phrase-based SMT (HPBSMT) [5] approach gave the highest translation 
quality in terms of both the BLEU [6] and RIBES scores [7].  Win Pa Pa et al. (2016) [8] presented the first 
comparative study of five major machine translation approaches applied to low-resource languages. PBSMT, 
HPBSMT, tree-to-string (T2S), string-to-tree (S2T) and OSM translation methods to the translation of 
limited quantities of travel domain data between English and (Thai, Laos, Myanmar) in both directions. The 
experimental results indicate that in terms of adequacy (as measured by BLEU score), the PBSMT approach 
produced the highest quality translations. Here, the annotated tree is used only for English language for S2T 
and T2S experiments. This is because there is no publicly available tree parser for Lao, Myanmar and Thai 
languages. According to our knowledge, there is no publicly available tree parser for Myeik language and 
thus we cannot apply S2T and T2S approaches for Myanmar-Myeik language pair. From their RIBES scores, 
we noticed that OSM approach achieved best machine translation performance for Myanmar to English 
translation. Moreover, we learned that OSM approach gave highest translation performance translation 
between Khmer (the official language of Cambodia) and twenty other languages, in both directions [9].  
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Based on the experimental results of previous works, in this paper, the machine translation experiments 
were carried out using PBSMT, HPBSMT and OSM. 

2. Related Work  

Karima Meftouh et al. built PADIC (Parallel Arabic Dialect Corpus) corpus from scratch, then 
conducted experiments on cross dialect Arabic machine translation [10].  PADIC is composed of dialects 
from both the Maghreb and the Middle-East. Some interesting results were achieved even with the limited 
corpora of 6,400 parallel sentences. 

Using SMT for dialectal varieties usually suffers from data sparsity, but combining word-level and 
character-level models can yield good results even with small training data by exploiting the relative 
proximity between the two varieties [11]. Friedrich Neubarth et al. described a specific problem and its 
solution, arising with the translation between standard Austrian German and Viennese dialect. They used 
hybrid approach of rule-based preprocessing and PBSMT for getting better performance. 

Pierre-Edouard Honnet et al. proposed solutions for the machine translation of a family of dialects, Swiss 
German, for which parallel corpora are scarce [12]. They presented three strategies for normalizing Swiss 
German input in order to address the regional and spelling diversity. The results show that character-based 
neural MT was the most promising one for text normalization and that in combination with PBSMT achieved 
36% BLEU score. 

3. Myeik Language 

The Myeik dialect is a dialect of Burmese that is spoken in Myeik (Beik), a town situated in the southern 
part of Tanintharyi Division (around 12Â°25'N, 98Â°37'E), Republic of the Union of Myanmar[13]. Myeik 
dialect is one of the southernmost dialects of Burmese and can be regarded as the southernmost distribution 
of the Tibeto-Burman languages. Myeik was formerly called Mergui in English. 

Myeik dialect has peculiar characteristics in terms of tonal contours, and voice quality in the tones and 
vowels. The tone of this dialect, which corresponds to the Standard Burmese creaky falling tone, has a rising 
contour and is pharyngealized [14]. Vowels of the syllables corresponding to Standard Burmese stopped 
syllables are pronounced with a conspicuous creaky phonation. Previous studies have paid little attention to 
these facts. Tones and his peculiar to this dialect are also described in this paper [15]. Dialogues cover as 
many as possible of the most basic grammatical items of Burmese, translating them into the Myeik dialect 
can be the basis for future studies of morphosyntactic phenomena of this dialect [16] . 

There are some examples of myeik and Myanmar. 
 
        bk :   မင္း ငါ့ ကို က ကးပြား ကြး ဝို ့ကမ ့ကေရယ္လား။ 
        my: မင္း ငါ့ ကုိ ြိကု္ဆံ ကြး ဖုိ ့ ကမ့ ကေပြီလား ။ 
        (“Do you forget paying money to me.” in English) 
  
        bk :   ငါ ကမာလင္း နုိင္ငံပြား ကသာ မယ္။ 

        my : ကျွေ္ကော္ မေက္ပဖေ ္နုိင္ငပံြား သျား မယ္ ။ 
       (“I will go foreign tomorrow .” in English) 
  
        bk :   ကျွေ္ကော္ ဒယ္ ဝုိ လာ ရဇာ ကြ်ာ္ ရယ္ ။ 

        my : ကျွေ္ကော္ ဒီ လာ ရော ကြ်ာ္ ေယ္ ။ 
        (“ I am happy to come here.” in English) 
 

In the above examples, the underlined words that have same meaning but have different spellings such as 
“က ကးပြား ” vs “ြိက္ုဆ”ံ (“money” in English), “ကမာလင္း” vs “မေက္ပဖေ္” (“tomorrow” in English), “ဒယ”္ 
vs “ဒီ ” (“this” in English). 

4. Methodology 
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In this section, we describe the methodology used in the machine translation experiments for this paper. 

4.1. Phrase-Based Statistical Machine Translation 

A PBSMT translation model is based on phrasal units [1]. Here, a phrase is simply a contiguous 
sequence of words and generally, not a linguistically motivated phrase. A phrase-based translation model 
typically gives better translation performance than word-based models. We can describe a simple phrase-
based translation model consisting of phrase-pair probabilities extracted from corpus and a basic reordering 
model, and an algorithm to extract the phrases to build a phrase-table [17].  

The phrase translation model is based on noisy channel model. To find best translation e that maximizes 
the translation probability P(e|f)  given the source sentences; mathematically. Here, the source language is 
French and the target language is an English. The translation of a French sentence f into an English sentence 
e is modeled as equation 1. 

e = argmax e P(e|f)                                                                                       (1) 

The final mathematical formulation of phrase-based model is as follows: 
argmax e P(e|f) = argmax e P(f|e) P(e)                                                               (2) 

We note that denominator P(e|f)  can be dropped because for all translations the probability of the source 
sentence remains the same . The P(e|f)  variable can be viewed as the bilingual dictionary with probabilities 
attached to each entry to the dictionary (phrase table). The P(e)  variable governs the grammaticality of the 
translation and we model it using n-gram language model under the PBMT paradigm. 

4.2. Hierarchical Phrase-Based Statistical Machine Translation 

The hierarchical phrase-based SMT approach is a model based on synchronous context-free grammar [5]. 
The model is able to be learned from a corpus of unannotated parallel text. The advantage this technique 
offers over the phrase-based approach is that the hierarchical structure is able to represent the word re-
ordering process. The re-ordering is represented explicitly rather than encoded into a lexicalized re-ordering 
model (commonly used in purely phrase-based approaches). This makes the approach particularly applicable 
to language pairs that require long-distance re-ordering during the translation process [18]. An example of 
hierarchical phrase-based grammar rules between Myanmar and Myeik from a HPBSMT model is as follows: 
 

               [X] |||                    [X]  

               [X][X] [X] |||                     

                  [X] |||                       [X]  

                      [X] |||                           [X]  

4.3. Operation Sequence Model  

The operation sequence model that can combines the benefits of two state-of-the-art SMT frameworks 
named n-gram-based SMT and phrase-based SMT. This model simultaneously generate source and target 
units and does not have spurious ambiguity that is based on minimal translation units [19][20]. It is a 
bilingual language model that also integrates reordering information. OSM motivates better reordering 
mechanism that uniformly handles local and non-local reordering and strong coupling of lexical generation 
and reordering. It means that OSM can handle both short and long distance reordering. The operation types 
are such as generate, insert gap, jump back and jump forward which perform the actual reordering. The 
following shows an example translation process of English sentence “Please sit here” into Myanmar 
language with the OSM. 
 

 Source: Please sit here 
   Target:                             

   Operation 1: Generate (Please,               ) 
   Operation 2: Insert Gap 
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   Operation 3: Generate (here,      ) 
   Operation 4: Jump Back (1) 
   Operation 5: Generate (sit,      ) 

5. Experiments  

5.1. Statistics 

We used 10K Myanmar sentences (without name entity tags) of the ASEAN-MT Parallel Corpus [21], 
which is a parallel corpus in the travel domain. It contains six main categories and they are people (greeting, 
introduction and communication), survival (transportation, accommodation and finance), food (food, 
beverage and restaurant), fun (recreation, traveling, shopping and nightlife), resource (number, time and 
accuracy), special needs (emergency and health). Manual translation into Myeik language was done by 
native Myeik students from Computer University (Myeik). Word segmentation for Myeik was done 
manually and there are exactly 68,035 words in total. We held 10-fold cross-validation experiments and used 
7,867 to 7,893 sentences for training, 1,389 to 1,393 sentences for development and 1,014 to 1,044 sentences 
for evaluation respectively. 

5.2. Word Segmentation  

In both Myanmar and Myeik  text, spaces are used for separating phrases for easier reading. It is not 
strictly necessary, and these spaces are rarely used in short sentences. There are no clear rules for using 
spaces, and thus spaces may (or may not) be inserted between words, phrases, and even between a root 
words and their affixes. Although Myanmar sentences of ASEAN-MT corpus is already segmented, we have 
to consider some rules for manual word segmentation of Myeik sentences. We defined Myeik “word” to be 
meaningful units and affix, root word and suffixe(s) are separated  such as “       ”. Here, “   ” (“eat” in 
English) is a root word and  suffix “   ”  . Similar to Myanmar language, Myeik plural nouns are identified 
by following particle. We also put a space between noun and the following particle, for example a Myeik 
word “             ”  (children) is segmented as two words “          ” and the particle “   ”. In 
our manual word segmentation rules, compound nouns are considered as one word and thus, a  compound 
word “         +     ” (“money” + “bag” in English) is written as one word “            ” (“wallet” in 
English). Myeik adverb words such as “   ” (“very” in English) also considered as one word. The 
following is an example of word segmentation for a  sentence in our corpus and the meaning is “why are you 
beaten the children.” 
 
Unsegmented sentence: 
                                    

Segmented sentence: 
                                         

In this example, “              ” (“children” in English) is a compound word of “          ” 
(“child” in English) and a particle “   ” are segmented as two words. A root word “     ” and the suffix 
“     ”  are also segmented as two words “            ” (“are beating” in English). 

5.3. Syllable Segmentation 
Generally, Myanmar words are composed of multiple syllables, and most of the syllables are composed 

of more than one character. Syllables are composed of Myanmar words. If we only focus on consonant-based 
syllables, the structure of the syllable can be described with Backus normal form (BNF) as follows: 
 
  Syllable := CMV[CK][D] 
 

Here, “C” stands for consonants, “M” for medials, “V” for vowel, “K” for vowel killer character, and 
“D” for diacritic characters. Myanmar syllable segmentation can be done with a rule-based approach, finite 
state automation (FSA) or regular expressions (RE) (https://github.com/ye-kyawthu/sylbreak). In our 
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experiments, we used RE based Myanmar syllable segmentation tool named. The following is an example of 
syllable segmentation for a Myeik sentence in our corpus and the meaning is 
 
Unsegmented Myeik sentence: 
bk:                                      

 
Syllable Segmented Myeik sentence: 
bk:                                                

5.4. Moses SMT System  

We used the PBSMT, HPBSMT and OSM system provided by the Moses toolkit [2] for training the 
PBSMT, HPBSMT and OSM statistical machine translation systems. The word segmented source language 
was aligned with the word segmented target language using GIZA++ [22]. The alignment was symmetrize 
by grow-diag-final and heuristic [1]. The lexicalized reordering model was trained with the msd-
bidirectional-fe option [23]. We use KenLM [24] for training the 5-gram language model with modified 
Kneser-Ney discounting [25]. Minimum error rate training (MERT) [26] was used to tune the decoder 
parameters and the decoding was done using the Moses decoder (version 2.1.1) [2]. We used default settings 
of Moses for all experiments. 

6. Evaluation 

We used two automatic criteria for the evaluation of the machine translation output. One was the de facto 
standard automatic evaluation metric Bilingual Evaluation Understudy (BLEU) [6] and the other was the 
Rank-based Intuitive Bilingual Evaluation Measure (RIBES) [7].  The BLEU score measures the precision of 
n-gram (over all n ≤ 4 in our case) with respect to a reference translation with a penalty for short translations 
[6]. Intuitively, the BLEU score measures the adequacy of the translation and large BLEU scores are better. 
RIBES is an automatic evaluation metric based on rank correlation coefficients modified with precision and 
special care is paid to word order of the translation results. The RIBES score is suitable for distance language 
pairs such as Myanmar and English. Large RIBES scores are better. 

7. Results and Discussion  

The BLEU and RIBES score results for machine translation experiments with PBSMT, HPBSMT and 
OSM are shown in Table 1. Bold numbers indicate the highest scores among three SMT approaches. The 
RIBES scores are inside the round brackets. Here, “my” stands for Myanmar, “bk” stands for Myeik, “src” 
stands for source language and “tgt” stands for target language respectively.  
Table 1: Average BLEU and RIBES scores for PBSMT, HPBSMT and OSM using word segmentation (Evaluation with 

syllable unit) 

src-tgt PBSMT HPBSMT OSM 

bk-my 44.12 
(0.87488) 

44.07 
(0.87513) 

44.33 

(0.87531) 

my-bk 33.25 
(0.84045) 

33.33 
(0.83882) 

33.41 

(0.83991) 

 

The BLEU and RIBES score results for machine translation experiments with PBSMT, HPBSMT and 
OSM between Myanmar and Myeik languages are shown in Table 1. To compare with syllable results, the 
translation results were decomposed into their constituent syllables to ensure that the results are cross-
comparable. From the results, OSM method achieved the highest BLEU and RIBES score for both 
Myanmar-Myeik and Myeik-Myanmar machine translations. Interestingly, the BLEU and RIBES score of all 
three methods are comparable performance. Our results with current parallel corpus indicate that Myeik to 
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Myanmar machine translation is better performance (around 10 BLEU and 0.04 RIBES scores higher) than 
Myanmar to Myeik translation direction. Our results with syllable segmentation also indicate that Myeik to 
Myanmar machine translation is better performance (around 15 BLEU and 0.03 RIBES score higher) than 
Myanmar to Myeik translation direction. Our investigation clearly show that getting the higher scores with 
syllable segmentation for bi-directional Myanmar to Myeik machine translation. 

As we expected, generally, machine translation performance of all three SMT approaches between 
Myanmar and Myeik languages achieved comparable scores for both BLEU and RIBES. The reason is that 
as we mentioned in Section 3, the two languages, Myanmar and Myeik are very close languages.   

 Table 2:  Average BLEU and RIBES scores for PBSMT, HPBSMT and OSM using syllable segmentation  

src-tgt PBSMT HPBSMT OSM 

bk-my 70.017 

(0.95728) 

69.894 

(0.95656) 

70.545 

(0.95793) 

my-bk 54.606 

(0.92213) 

54.404 

(0.92194) 

55.112 

(0.92315) 

8. Error Analysis  

The top 10 confusion pairs of OSM model for for Myeik-Myanmar machine translation with word 
segmentation are shown in table 3. 

Table 3: Top 10 confusion pairs of OSM model for Myeik-Myanmar machine translation with word segmentation 
Freq Confusion Pair (REFHYP) 

45     ==>     

35      ==>     

23     ==>     

15    ==>              

14      ==>     

12    ==>          

12     ==>         

12    ==>    

11      ==>     

8   ==>   

  
We also made manual error analysis on translated outputs of the best OSM model, and we found that 

dominant errors are different in sentence level. We will introduce four frequent error patterns and they are 
“Male-Female Vocabulary Error”, “Paraphrasing Error”, “Word Segmentation Error” and “Negative Error”. 
The followings are some example translation mistakes of Myanmar-Myeik machine translation for each 
category: 
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### Male-Female Vocabulary Error ### 
 
SOURCE:                               
Scores: (#C #S #D #I) 3 3 0 1 
REF:                                                     

HYP:                                                                         
Eval: I      S                                    S         S    
 
SOURCE:                                 
Scores: (#C #S #D #I) 3 2 0 1 
REF:                                                         

HYP:                                                                             
Eval: I     
           S                        S   
 
SOURCE:                                  
Scores: (#C #S #D #I) 2 3 0 0 
REF:                                                              

HYP:                                                
Eval: S                                    S                                                       S                    
 
### Paraphrasing Error ### 
 
SOURCE:                          
Scores: (#C #S #D #I) 3 2 0 0 
REF:                               

HYP:                                     
Eval:                       S                   S  
      
SOURCE:                                    
Scores: (#C #S #D #I) 2 3 1 1 
REF:                                                                                  

HYP:                                                                              
Eval: I                  S                                              D               S                           S   
 
SOURCE:                                                                   
Scores: (#C #S #D #I) 3 5 0 1 
REF:                                                                                               

HYP:                                                                                                              
Eval: S                                           I                  S                           S                                                                            S                  
S     
 
 
### Word Segmentation Error ### 
 
SOURCE:                                                                                      
Scores: (#C #S #D #I) 3 3 0 0 
REF:                                                                                                  

HYP:                                                                                              
Eval:                                    S                                                            S    
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SOURCE:                                            
Scores: (#C #S #D #I) 4 3 3 0 
REF:                                                                         

HYP:                                                                         
Eval:                                      S                                            D         D         D   S                     S                                                    
 
 
### Negative Error ### 
 
SOURCE:                          
Scores: (#C #S #D #I) 2 2 3 0 
REF:                                                                   

HYP:                                                       
Eval: S                                              D         D   D            S                    
   
SOURCE:                                                                          
Scores: (#C #S #D #I) 2 2 2 1 
REF:                                                                                

HYP:                                                              
Eval: I                                                                      D            D   S                        S                    
 
SOURCE:                                    
Scores: (#C #S #D #I) 4 1 0 2 
REF:                                                  

HYP:                                                
Eval:                                                             I   I            S                
 

“SOURCE” is the test sentence of Myanmar language, “Scores” are operation scores of the Edit Distance 
, “C” is the number of correct words, “S” is the number of substitutions, “D” is the number of deletions, “I” 
is the number of insertions, “REF” for reference (i.e. Myeik sentence), “HYP” for hypothesis and “Eval” is 
the ordered sequence of edit operations. We found that translation error of male to female vocabulary and 
vice versa happen between Myeik-Myanmar translation such as “            ” (“she” in English) to “  ” 
(“he” in English). The second category, paraphrasing errors are really interesting and it is also proved that 
two language are similar languages. In our paraphrasing error examples, the meanings of all reference and 
hypothesis pairs are the same. Some errors are just the difference between the formal (polite form) and 
informal written form such as “            ” (polite form of ending phrase “         ” in Myeik conversation) 
and “      ”. One of the possible reasons for the word segmentation errors is inconsistent word segmentation 
of human translators such as “                    ” and “                     ” (“admirably” in English). We 
also found that one more frequent translation errors between Myeik-Myanmar and Myanmar-Myeik machine 
translation is changing into negative form (e.g. “        ” (“to speak” in English) and “         ” (“no 
speaking” in English). 

 

9. Conclusion  

This paper contributes the first PBSMT, HPBSMT and OSM machine translation evaluations from 
Myanmar to Myeik and Myeik to Myanmar. We used the 10K Myanmar-Myeik parallel corpus that we 
constructed to analyze the behavior of a dialectal Myanmar-Myeik machine translation with word and 
syllable segmentation unit. The result get better translation result in syllable translation unit than word level. 
We showed that higher BLEU and RIBES scores can be achieved for Myeik-Myanmar language pair even 
with the limited data. This paper also present detail analysis on confusion pairs of machine translation 
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between Myanmar-Myeik and Myeik-Myanmar. In the future we plan to test PBSMT, HPBSMT and OSM 
models with other Myanmar dialect languages such as Yaw and Danu. 
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