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Abstract. In software development, testing, verification and maintenance, it is a significant challenge to
guarantee the consistency between software system and requirement. Software logic is usually implemented
in the form of source code while requirements are usually described in the form of (structured) text. There are
significant differences in form and connoation between the two, which brings many difficulties to software
development. To solve this problem, this paper proposes a program analysis and requirement extraction
algorithm based on accurate value flow graph. The algorithm uses static analysis to analyze program
semantics and construct accurate value flow graphs. On this basis, the semantic information is extracted and
summary is generated, which can be further used for requirements confirmation and defect analysis.
Experiments show that the algorithm can analyze the control and data dependence of software code, and can
accurately generate variable association information under different paths. The function summary can help
developers to confirm whether the program semantics are consistent with the software requirements, help to
find subtle semantic differences (including differences in conditions, dependencies, etc.), and effectively
improve the efficiency of program understanding (up to 60% of time can be saved). This tool can be further
used in the fields of defect analysis, influence domain analysis, etc., and has good application value.

Keywords: software verification and validation (V&V), program comprehension, value flow graph (VFG),
function summary, static analysis.

1. Introduction

In software development activities, software verification and validation[1][2](V&V) is a very important
step. The purpose of verification is to evaluate whether the software is implemented as definition while
validation is to evaluate whether the software meets the expected requirements. In practice, software
validation usually faces great difficulty[3]: to determine whether the implementation matches the
requirements. However, the description of the two is quite different, the former is code with complex logical
structure, while the latter is abstract text description.

The common method for the problem is to test whether the system has fulfilled the requirements one by
one according to the requirements document[4]. However, this method is incomplete: in the case of program
with complicated branch conditions, people often cannot enumerate all possible input and execution paths of
the program, resulting in incomplete software validation. Another common approach is to try to understand
the code during validation and then evaluate whether the code meets the requirements. There are still two
problems: (1) the precise understanding of the code semantics is laborious, and need more human
intervention[5][6][7], which is difficult to automate; (2) the description of software requirements is usually
not formalized or even in most cases not specific enough.

Facing the above problems, this paper proposes an algorithm for program understanding and function
summary generation based on accurate value flow graph (VFG). This method is intended to solve the
following problems: (1) automatically extract the system semantics and then generate summary for
comparison with requirements; (2) further help users refine their requirements according to the summary.
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The core of this method is to extract program semantics from the code quickly and automatically,
establish the relationship between program implementation and requirements, and help developers
understand the program for requirements validation. Previous research work on program understanding[8][9]
is mainly based on program slicing, program labeling and execution visualization technology.

Program slicing[10] can reduce the amount of code reading by eliminating code statements that are not
related to specified variables while program labeling[11] can provide more auxiliary information to the
source code. Users still need to understand the logic of the code through the two method, which cannot
significantly improve the reading efficiency. The execution visualization tool uses dynamic analysis to
obtain and visualize the execution information, but the visualization effect will be poor when the program
logic is complicated, and it needs to configure the runtime environment , which is difficult to get started.

The paper [12][13] pointed out that about 25% of the code maintenance workflow is problem-finding,
modification and revalidation. At the same time, many developers understand the software by assuming and
verifying the program behavior[14]. Therefore, create an algorithm (tool) to help developers extract program
semantics will greatly reduce the relevant working time.

In this paper, we propose an automatic program static analysis algorithm based on VFG. The algorithm
obtains the memory model by using pointer analysis then construct the VFG with it, and further analyzes the
program semantics on the VFG. The method is a pure static analysis method, which does not depend on the
specific execution path of the program and has a good completeness. The analysis results can be used by
developers for program understanding and requirement validation, and also for automated defect analysis.

The main contributions of this paper are as follows:

1) Designed and implemented an accurate value flow graph analysis and construction method based on
memory model, which can deal with the semantic relations that traditional data flow analysis cannot deal
with, such as dynamic memory space, pointer alias, etc., and can distinguish the dependency conditions such
as data flow dependency and control flow dependency;

2) The semantics of the analysis program can be constructed based on VFG, and this process can be
automated and further used for requirements validation and defect analysis to improve program
understanding efficiency and code quality;

3) Implemented a set of tools and carried out related experiments. The experimental results show that the
tool can automatically generate readable program summaries and save up to 60% of the requirement
validation time and eliminate the hidden defects in the code.

The structure of the paper is as follows: firstly, the related work of the paper is introduced in Chapter 1,
and then the method is introduced through a specific case in Chapter 2. Secondly, Chapter 3 specifically
introduces the implementation of the algorithm in detail, and Chapter 4 demostrates the effectiveness and
practicability of the algorithm by combining experiments from both internal and external. Finally, Chapter 5
analyzes the reliability and follow-up work of the algorithm.

2. Related Works

At present, there are many researches on program understanding. According to the technical categories,
they can be divided into program slicing, program labeling and execution visualization technology.

Program slicing was first proposed by Weiser[15] in 1979. It is an executable backward static analysis,
which means the result contains all the program statements relied on by slicing criteria and can still be
compiled and executed. However the results may not be significantly reduced sometimes due to the criteria.
Subsequently, KoreL and Laski[16] put forward the dynamic slicing method which can obtain the runtime
information (especially pointers and arrays) of the program. Because the generation of dynamic slicing
depends on the execution of the program, the slicing results can't contain the possible related program
statements. The advantage is that the slicing results are more simple and accurate but the disadvantage is that
the results are only for specific input and are not compatible. Later, Gupta[17] and others proposed the
hybrid slicing method, which uses both dynamic analysis and static analysis. Although slicing can reduce the
amount of code reading by developers, it cannot provide abstract information on the code for programmers.
Therefore, users still need to read the code to obtain knowledge.

The purpose of program labeling is to provide more information for programmers to understand the code.
At present, there are many related papers and tools: SE-Editor™ is an Eclipse plug-in, which displays code
related charts, videos, etc. in the code by using hyperlink annotation. Tools such as Stacksplor[19],
RegViz[20] and DepDigger[21] provide visual enhancements for source code, such as providing graphical
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call information for functions, grouping and labeling group numbers for regular expressions, and changing
background color according to the size of variables. There are also some tools that provide runtime
information, such as In-situ[22] creates annotations for functions that include runtime performance
information. Similar to the work in this paper is [23], which can provide summary information for functions.
However, this information is in the form of keywords. Users cannot directly understand the behavior of
functions through reading the summary.

In essence, the above tools provide auxiliary information for programmers to help understand, but in
practice, people still need to read the source code in the application process, and the understanding speed has
not been improved qualitatively.

Execution visualization tools such as ExtraVis® and ExplorViz!®®! provide another way to assist
understanding. On the basis of dynamic analysis, such tools try to visualize the execution path of the
program based on multiple executions. The problem is that their compatibility will inevitably weaken
because their technical basis is dynamic analysis, and they cannot fully represent the execution path of the
program under different input conditions. If more input samples are added, the view will become more
complex and difficult to understand, which violates the original intention of simplifying understanding. In
addition, it has a certain learning cost, which is still not suitable for rapid understanding of code.

3. Research Motivation

Program understanding is often the most time-consuming work in software development, software
verification and maintenance. This paper selects some software requirements and code implementation of the
control logic of a motor vehicle transmission as an analysis case to introduce the algorithm.

1 3 5

2 4 6 Reverse
X

Fig. 1: Gear mapping of transmission gear lever

The control logic is applied to the six speed gearshift lever and support down-reversing, and the gear
position map is shown in Figure 1. It is required to complete the control logic shown in Figure 1 by
implementing the relevant functions, and the code shall comply with the following requirements:

e The function should take four parameters: X, y, diverse and oldGear;
e The set of returned gear values is {0, 1, 2, 3, 4,5, 6, -1, -2}. 1-6 is forward and -2 is reverse gear;

e Xis the travel of the transmission gearshift lever in the horizontal direction. When the value is in the
range [0, 380), it means gear 1 or 2; when the value is in the range [380, 690], it means gear 3 or 4;
when the value is greater than 690, it means gear 5, 6 or - 2 (reverse gear);

e Y is the travel of the transmission gearshift lever in the vertical direction. When the value is in the
range [0, 160), the possible value of the gear is 2, 4, 6 and -2; when the value is in the range [160,
780], the possible value of the gear is 0 or -1 (it is required to press down the lever); when the value
is greater than 780, the possible value of the gear is 1, 3 and 5;

o Diverse is the reverse signal. When pressing down the lever, the diverse value is 1, otherwise it is 0;
e The value of oldGear is the gear value before the transmission gear lever operation;
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1 int calculateGear(uint x, uint y, uint diverse, int oldGear)
2. {

3 int gear = 0;

4. if (y <160) {

5 if (x < 380)

6 gear = 2;

7 else if (x > 690)

8. gear = 6;

9. else

10. gear = 4;

11. 3}

12. else if (y > 780) {
13. if (x < 380)

14. gear = 1;

15. else if (x > 690)
16. gear = 5;

17. else

18. gear = 3;

19. 3}

20. if (diverse) {

21. if ((gear == 6) && ((oldGear == -1 || oldGear == -2)))
22. gear = -2;

23. else if (gear == 0);
24. gear = -1;

25. }

26. return gear;

27. %}

Fig. 2: A function implementation of gear control

Figure 2 shows a function implementation corresponding to the above requirements. It is difficult for
developers to obtain the relationship between input and output intuitively. For example, in the requirements
document, the condition of gear value 6 is (X > 690 Ay < 160 A (diverse = 0 v (oldGear # -1 A oldGear # -
2)). Only through expression analysis can they automatically learn from the code. Imagine that if such a
behavior is completed manually, it will not only take time and effort, but also may result in condition
omission and boundary condition error. More importantly, because of the instability of manual operations, it
is difficult to grasp the small differences between requirements and code implementation. For example, there
iS a very serious semantic problem in the above code, which leads to the code execution is not consistent
with the expectation when diverse # 0. Even with complete requirements documents and source code, it is
very difficult to confirm the consistency without the support of tools.

The tool in this article can help solve the these issues. The expected return value and control logic are
shown in columns 1 and 3 of Table 1, while the behavior of the actual code is shown in columns 1 and 2 of
Table 1 (for convenience, the parameters diverse and oldGear are abbreviated to dv and og respectively). It is
easy to find that the program cannot return gear = -2 and the gear is independent of the parameter oldGear,
which is not as expected. Developers can guarantee the difference between the program behavior and
requirements by comparing columns 2 and 3 to help find code problems. The root of this problem is that
there is a semicolon at the end of the 23rd line of the program, which causes the control flow error.

Table. 1: Function summary generated from the code in Fig.2

Return Value Actual Control Logic Expected Control Logic
-2 - (x>690) A (y<160) A(og=-2Vog=-1) A(dv#0)
-1 dv#0 (160 <y <780) A (dv #0)
0 (160 <y <780) A (dv =0) (160 <y <780) A (dv =0)
1 (x<380) A (y>780) A (dv =0) (x < 380) A (y > 780)
2 (x < 380) A (y < 160) A (dv=0) (x < 380) A (y < 160)
3 (380 <x<690) A (y>780) A (dv=0) (380 <x<690) A (y > 780)
4 (380 <x<690) A (y <160) A (dv=0) (380 <x<690) A (y < 160)
5 (x>690) A (y > 780) A (dv =0) (x>690) A (y > 780)
6 (x > 690) A (y < 160) A (dv=0) (x>690) A (y <160) A (og #-2 A og #-1)

The next part of the paper mainly explains how to realize the above process automatically. It focuses on
the key steps of value flow graph construction, semantic analysis, and expression analysis.
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4. Program Understanding and Requirement Validation Based on VFG

The method is an automatic program analysis algorithm based on accurate value flow graph (VFG).
Value flow graph is a kind of data flow representation of program, which can be obtained automatically by
semantic analysis based on memory model. Based on the VFG, a variety of static analysis algorithms can be
executed to get the program semantics of structural representation, and then confirm the requirements.

The workflow of the algorithm is shown in Figure 3. First, the source code is transformed into a
semantically equivalent control flow automaton (CFA) with the help of the existing static analysis
framework, and the accurate VFG is further generated according to the memory read-write information
provided by CFA. After getting VFG, the expression analysis algorithm is executed to get the symbolic
expression relationship between variables. Finally, a module summary is generated according to the
expression information and saved in the source file.

Context Building Expression Analysis

C Transfer-Relation Func ) }
I

C Program Fixed Point ) }
I

Source Code
With
Summary

T
- I
Control Flow Automata CMerge Calculation RESUIO !

2. Generate VFG

2. Generate Summary

return value =
O(a>b||b>c)]|]|
l(a+b<c&&b<gc)

Fig. 3: Flow chart of the algorithm

In this chapter, we will introduce the reason for using accurate value flow graph and its definition and
construction method in Section 4.1. In Section 4.2, we will introduce the expression analysis algorithm based
on VFG. Finally, we will analyze the specific application scenario of the summary in Section 4.3.

4.1. Definition and Construction of Accurate Value Flow Graph

In the traditional data flow analysis method based on control flow graph, the calculation results of the
same variable under different paths are different. In order to ensure the correctness of the algorithm, this kind
of algorithm usually defines the state merging function at the intersection node, which approximately
combines the possible values of variables in specific use. But this will ignore the path information and lead
to the lack of analysis accuracy. The accurate VFG combines variable value, data dependency and control
dependency through memory behavior analysis and pointer alias operation analysis. It is path sensitive and
can be used to solve the problem of path loss in the process of state calculation.

1 int mainQ) { i -
2 int x =0, y=1; NO| N5 N5==N14
3. int *a; ﬂ &x NI"%
4. int p; N13(%7) S S Ni8 Outputs
5. if (® icmpne | ‘N13) DEREF
6. a=&g NI X N6==Nl4
7. else PN | N10-
8 a = &y; - ‘
9. return *a; N6 I
10. } &y
() (b)

Fig. 4: Code example and the VFG generated from it

Taking the code shown in Figure 4(a) as an example, if path sensitive data flow analysis is used, it can be
expressed as: a «—{&x, p # 0, (&y, p = 0)}. In this way, we can take the data flow * < ¢ as the edge, and the
data carried on the data flow as the point of the VFG. The constructed VFG is shown in Figure 4(b).

The VFG is divided into different modules according to functions. Each Module = (N, E) is a digraph,
where N is the node set, and each node represents a variable or constant in the program. Node n € N can also

478



have conditions, indicating control dependence. E € N x N is a set of directed edges, indicating the flow
direction of values. Edge e € E can be attached with conditions that indicate data dependence.

In this paper, we divide VFG nodes into the following categories according to their functions:

ConstNode: represents a constant in the program, such as integer constant, string constant, function
pointer constant, address constant of global variable, etc., which is represented by < C >, C is literal constant.
As shown in Fig. 4(b), node Ng can be represented as < 0 >.

StartNode: indicates the data initialization node in the value flow graph, such as the initial value of
variables, parameters, and return value of function calls in the program. According to the definition, the
StartNode has no predecessor node in the VFG, and the node is not a constant. The initial node is represented
by < ap > where ap is the access path to the memory location of the corresponding data. As shown in Fig. 4,
node Ny; can be represented as < p >.

CopyNode: refers to the copy relationship of value. Its value is copied to the predecessor node, which is
represented by < n >. Here n is the node in the VFG. As shown in Figure 4(b), node N can be represented
as < Nyg>.

OperatorNode: indicates the calculation result by the operator and its input. The operation node takes its
predecessor as the input of the operation. OperationNode is represented by < op, opy, ... , 0p, >, where op is
operator, opy, ... , Op, is the operand. Here, the operand is the predecessor of the OperatorNode. In Figure
4(b), node N3 can be expressed as < #, Ni;, Ng >.

JoinNode: the JoinNode has multiple predecessor nodes. The value of this node is one of the predecessor
nodes. JoinNode are represented by < (Ny, C,), ..., (N;, C;) >, where N; is the predecessor node of JoinNode
and C; is the data dependency, indicating that when C; is true, the value of JoinNode is N;. In Figure 4(b),
node Ny4 can be expressed as < (Ns, Ni3), (Ng, =N13) >.

For each module M, two special node sets In(M) and Out(M) are defined to represent the input node set
and output node set of the module respectively. The input node includes function parameters and global
variables, and its type is always StartNode. The output node includes the return value of the function and the
global variables, and its type is always CopyNode.

To facilitate the subsequent description of the algorithm, we define the following functions: define the
function literalVal::ConstNode — Value to take the literal value of the ConstNode; define the function
symbolic::StartNode — Value to take the symbolic value of the StartNode; define the function
pcond::JoinNode — Condition to take the data dependency of the JoinNode.

4.2. Expression Analysis Algorithm

Define ValueCase as a tuple (Value, Condition), where Value is the possible value of a node on the VFG.
This value can be either a specific constant value, such as 123, "abc", or a symbolic expression, such as "a +
3"; Condition is a Boolean expression, which means that when the Condition of a node on the VFG is true,
its value is Value. Define function val::ValueCase — Value to take the Value in ValueCase; function
cond::ValueCase — Condition to take the value of Condition in ValueCase. Define abstract function
T::Node — ValueSet as a mapping from the node of VFG to the abstract domain, where ValueSet is the set of
ValueCase. The expression analysis algorithm based on the VFG can be expressed as shown in Figure 5.

Input: nodes: eurrent value low graph’s node set

1: blockSet «— @

2 pending < {n | n € nodes, n is ConstNode or StartNode }
3 while pending # (0 do

1: cur + peek(pending)

valueSet + updateNodeValue(eur)
6 if valueSet =) then
WockSet +— blockSet U eur

8 else if valueSet is an update for cur then

O pending +— pending U successor(cur)
10: move each node from bockSet to pending which is unblocked due to valueSet
11: end if

12: end while

Fig. 5: Algorithm on Value Flow Graph
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In the algorithm, the function updateNodeValue::Node — ValueSet represents the calculation value of
each node in the iterative calculation process. For different types of nodes, we define different calculation
methods, and the specific calculation methods are shown in Table 2.

Table. 2: Value updating algorithm for all kinds of nodes

NodeType UpdatedValue
ConstNode { (literalVal(cur), true) }
StartNode { (symbolicVal(cur), true) }
CopyNode updateNodeValue(pred (cur))
OperatorNode { (operatorValue(opr(cur), val(opdy), ... , val(opd,)), cond(opd,) A ... A cond(opd.)) |
opd; €T (pre;), pre; < predi(cur) }
JoinNode (Loop) { (u, true) | u — u U val(pred(cur)) }
JoinNode (Normal) { (val(pre;), cond(pre;) A pcond(pre;)) | pre; < predi(cur) }

This algorithm is a kind of VFG analysis algorithm, it defines two sets of pending and blockSet, which
are respectively used to store the nodes to be analyzed and the blocked nodes in the analysis algorithm.

When the algorithm is initialized, set the blockset as null, and put all StartNode and ConstNode into the
pending set. During each iteration, a node is taken from the pending set. If its predecessor or data
dependency is not calculated, the node is put into the pending set; otherwise, the node is calculated according
to Tab. 2. If the node has never been calculated before, or the calculation result is different from the previous
one, put all the subsequent nodes into the pending set, and check whether there are nodes in the blockset that
depend on this calculation result can be calculated. If there are any, put the corresponding nodes into the
pending set again. Keep iteration until all nodes are calculated and reach the fixed point, the iteration ends.

4.3. Program Understanding and Requirement Validation
Taking the transmission gear control code (Figure 2) described in Chapter 3 as an example, the
corresponding value flow diagram is shown in Figure 6.
N,? N37
N34 | N34 i

jemp sgt (N34) N3g N3
N4 o 35
N26 N321(N32) N39
icmp slt &
N26 N:S o N4
690 N23
N3
N2E wag 30
380
Inputs .NET N2TY _N24 \I.:j N4l
Nt icmp sgt N27 iemp sit '(N24) a
5 N4 \“‘,4 NIZ NI§
1M o iemp slt
N29 N40 NS w2 N42
S . 43
5 a INIT INIS) L N
@
NI7 | N21  l(N21)
i 1N
160 icmp sgt W(M46) Outputs
B Nd6 | Nas N56
N20 wag icmp ne g o
s Nb

N13

0 N15

N51
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Fig. 6: The VFG generated according to the code in Fig. 2

The above algorithm is applied to calculate all nodes, and the results of some nodes are shown in Table 3.

Table. 3: Calculation results of some nodes on VFG

Node T(Node)
Ny { (x, true) }
Nog { (690, true) }
N34 { (x> 690, true) }
Nag { (4, x £690), (6, x>690) }
Nay { (1, x < 380), (3, 380 <x <690), (5, x>690) }

Ngo {(0,y<780), (1, x <380 Ay>780),(3,380<x<690 Ay>780), (5 x>690Ay>780)}
{(-1,dv#0), (0,160 <y <780 Adv=0),(1,x<380Ay>780Adv=0),
(2,x<380Ay<160Adv=0),(3,380<x<690Ay>780Adv=0),
(4,380<x<690Ay<160Adv=0), (5 x>690Ay>780Adv=0),
(6,x>690 Ay <160 Adv=0)}
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Since In(M) describes all possible read-in of module M and Out(M) describes all possible outputs, the
summary can be constructed according to the above. As shown in Figure 6, node Nsy in Out(M) is a
CopyNode, its result is same as N56, so the final module summary is shown in columns 1 and 2 of Table 1.

The summary clearly describes the corresponding relationship between the input and output of modules
under different branch conditions, so as to improve the efficiency of program understanding and
requirements validation. On the other hand, while running static analysis, we can also apply the checking
rules on it to implement the code inspection. A typical application is to check the value (expression) of each
node under different program paths, such as zero division exception, null pointer dereference, multiple
memory release, etc., so as to improve the code quality.

5. Evaluation and Results

5.1. Experimental Design

Considering that the process of generating accurate VFG is very complicated, the implementation of this
algorithm is based on the Tsmart framework. It uses static analysis to generate control flow automata and
accurate VFG. At the same time, it is configurable and can easily obtain the program context information.
The framework diagram of the tool is shown in Figure 7:

e N
Configurable Static Analysis Framework

. . Module Summary
l VFG Generation Algorithm I Generation Algotithm

Configurable Program | | Control Flow | | Function Call || Data Flow |
Analysis Component Automata Gl;al\gh Gr}:i{)h

’ Data Flow Iteration Algorithm l

A J

s N
Module Summary Display

’ Summary Output Interface l

o)
I

| Console Script | | IDE Plug-in | | Graphical Interface

. J

Fig. 7: Frame diagram of the tool

This paper evaluates the utility of the algorithm (tool) from two aspects: objective and subjective.
Obijective evaluation focuses on the completeness and accuracy of the algorithm. Specifically, we examine
the quality of summary generated by the algorithm, while subjective evaluation focuses on the usability and
practicability of tool in a specific production environment.

5.2. Objective Evaluation

The objective evaluation method mainly includes the following steps: (1) select 8 representative code
segments in mathematical calculation, computer application, industrial field and embedded field as
experimental objects (see Table 4 for details); (2) generate corresponding function summaries with the tools;
(3) determine the gap between the summaries generated by the tools and the actual requirements.

Table. 4: Various types of codes we selected

Code Type Selected Code File Name Lines of Code

Mathematical calculation Triangle Determination triangle.c 24
Absolute Value Calculation abs.c 11
Computer application Weighted Filtering Algorithm filter.c 19
Checksum Algorithm checksum.c 22
A Vehicle Control System Code | CDL_ARC429.c 124

Industrial Field -
Aero-Engine Control System Code| ISP_TOOL.c 178
. Code with Goto Statement msp430-decode.c 57
Embedded Field Code with Function Pointer Xen-ops.c 36
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Because the summary result is related to the conditional branches of the program, this paper compares
the generated results under each branch. At the same time, record the time and space cost of the tool,
including the summary generation time, the memory usage and the generated VFG size, as shown in Table 5.

Table. 5: Comparision between automatic summary generation and manual summary generation

Code Requirement Generated Summary A
Branch Num | Branch Num | Time/s | RAM/MB | VFG Size/KB

Triangle Determination 4 4 3 134 9 1.0
Absolute Value Calculation 2 2 2 122 2 1.0
Filtering Algorithm 1 1 2 128 4 1.0
Checksum Algorithm 1 1 2 145 12 1.0
Vehicle Control System 12 12 5 167 53 1.0
Aero-Engine Control System 15 15 6 171 61 1.0
Code with Goto Statement 8 8 4 137 34 1.0
Code with Function Pointer 3 3 3 132 6 1.0

Experiments show that the tool can completely generate summaries of different types of codes, and the
number of conditional branches in summary is consistent with the requirements. The resources usage are
relatively small, the memory consumption is less than 200MB, and the generated VFG is less than 1IMB. The
tool can generate function summary quickly, and takes less than 1 minute for code with hundred lines.

5.3. Subjective Evaluation

To ensure the fairness and accuracy of the subjective evaluation, a total of 30 students with equivalent
conditions are selected from the school to participate in the experiment. They all meet the following
conditions: (1) they all have more than 3 years of programming experience in C language and passed the
school's programming level test; (2) they have a similar understanding of the background of the given code.

The experimental method consists of the following steps: (1) divide 30 students into two groups called
source code group and summary group for a control experiment, and provide them with 8 source code (or
source code with summary) as shown in Table 4 respectively; (2) ask each student to read the code, then
guestion them the code function, and record the complete time T1; (3) ask each student to analyze the output
of the function under different input conditions, and record Time T2; (4) count and compare the time usage
T1 and T2 by the two groups on answering questions; (5) after the source group students finished questions,
provide them a summary, then ask two groups of students about their opinion on the summary.

As shown in Tab. 6, the average time taken by two groups is T1 and T2. By comparison, when code is
short (within 10 lines) and the logic is not complex, using summary is not significantly helpful. However,
when faced with dozens or even hundreds of lines of code, using summaries can significantly reduce the time.
In the experimental sample with goto statement, 60.5% of the program understanding time can be saved.

It is known through the experiment that this tool can significantly improve the efficiency of the user's
understanding of the code, and can help the user quickly extract the program semantics and validate the
requirements. At the same time, with the increasing complexity of code branches, the advantage of using
tools for program understanding and requirement validation will become more greater.

Table. 6: Time for each group to understand and answer each type of code (second)

Code Souce Code Group Summary Group

Tl/s T2/s Tl/s T2/s
Triangle Determination 45 32 37 14
Absolute Value Calculation 5 13 11 14
Filtering Algorithm 61 15 27 15
Checksum Algorithm 97 43 54 38
Vehicle Control System 294 86 103 74
Aero-Engine Control System 318 92 114 91
Code with Goto Statement 195 48 64 31
Code with Function Pointer 82 33 40 29

In step 5, we designed several questions, and the results are shown in Tab. 7. The participants were
positive about the automatic generation of summary tool, and thought that the summary was helpful for
understanding the code. Regarding whether the summary can help analyze the impact scope of changes and
software maintenance, some students hold a wait-and-see attitude. They believe that the generated summary
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is a function level summary, while the change impact scope analysis and software maintenance may involve
global code, which needs to be further analyzed in combination with function call and other information.

Table. 7: Questionnaire design and response

Question Setting Agreed Number | Negative Number | N/A
Is summary helpful for your program understanding? 28 2 0
Is summary helpful for change impact scope analysis? 25 4 1
Is summary helpful for software maintenace? 22 7 1

6. Conclusion and Future Works

This method relies on the accurate generation of accurate value flow graph. Currently, there are
relatively few tools available, and it consumes much time and space in the face of large programs. This will
have an impact on the results of this tool. One possible solution is to optimize the original algorithm of VFG,
and optimize the results for loops and arrays.

On the other hand, in order to ensure the convergence and time cost of the algorithm, symbol value p is
introduced into the algorithm when processing the loop, and the result of the algorithm is a symbol
expression with p, which will lead to a certain loss of precision. In the future, loop invariants can be used to
further improve the analysis accuracy.

In this paper, we present a novel approach to program understanding algorithm and requirement
validation. The essense of our work is value flow graph, which is a representation of program semantics.
Although the method proposed in this paper has certain limitations, the results of this study is quite
promising and provides useful ideas and guidance for the design and implementation of program
understanding, variable expression analysis and program change impact analysis tools.
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