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Abstract. In the areas with high reliability requirements, the use of redundancy technology can increase 
multiple resources of hardware and software, and achieve reasonable management of resources, thereby 
improving product and system reliability. In this paper, the reliability model of redundant software and 
hardware integrated systems is established and the reliability analysis is performed. By constructing the 
hierarchical stochastic reward nets model of software and hardware integrated systems, the equivalent 
transformation of lower-level reliability model can be realized, and the establishment process of upper-level 
model can hide the internal structure of the lower-level model. In this way, the upper-level model is 
concentrated on the use of redundant methods, which can make the upper-level model clearer. Meanwhile, 
the hierarchical modelling process can reduce the state space during the reliability analysis of the upper-level 
model, and eliminate the need to repeat the design of the same subnet. Furthermore, taking the reliability 
analysis of flight control computer system as an example, the feasibility and effectiveness of the method are 
verified, and it also provides a basis for the reliability design of similar systems. 

Keywords: software and hardware integrated systems, reliability, redundancy technology, hierarchical 
stochastic reward nets, flight control computer 

1. Introduction
Redundancy is a design method that requires two or more failures rather than a single failure to cause a

predetermined undesired working condition [1]. Moreover, redundancy technology refers to the use of two or 
more of the same components or systems to meet the requirements of reliability and fault tolerance, to 
complete the same task correctly and coordinately [2]. In the areas with high reliability requirements, the 
systems operate independently on their own channels. If the failure rate of each single channel of a system is 
R, according to reliability theory, the number of channels (the number of redundancy) N and the maximum 
failure rate Q satisfy the following relationship: Q = 1-Rn, which can greatly improve the safety factor for 
corresponding task. The redundancy technology includes, hardware, software, and time redundancy [3]. The 
forms of redundancy technology are: similar redundancy, non-similar redundancy, and the working mode of 
redundancy channel (hot backup, cold backup) [3]. The non-similarity redundancy can greatly reduce the 
probability that each redundancy channel suffers a common failure and loses function at the same time, 
thereby enhancing the reliability of system. Thus, non-similar hardware and software technologies are often 
adopted in the areas with high reliability. Considering that the functions of software and hardware integrated 
systems (S/HIS) are completed with the support of complex hardware and software, and they also affect each 
other, this paper built a reliability model of redundant S/HIS from the perspective of combination of software 
and hardware and performed reliability analysis. Besides, the forms of redundancy of different components 
in a S/HIS are not the same. For a system with a redundant configuration, although the failure of partial 
system can cause the system to be degraded, it must be repaired in time to maintain a fault-tolerant redundant 
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structure of the system. Thus, when establishing a system reliability model, the impact of maintenance and 
different redundancy forms on the system reliability model should be considered. 

In the early days of system reliability research, simple systems were mainly used. Moreover, the number 
of components was small and the components were independent of each other. For this type of system, the 
reliability analysis methods mainly include reliability block diagram (RBD) method [4], fault tree analysis 
(FTA) [5], failure mode and effect analysis (FMEA) [6], etc. These methods can graphically describe the 
fault logic relationship between the system and the constituent units. Yet, the FTA constructs a fault tree with 
a large number of tasks, being prone to errors and oversight. Moreover, it is assumed that the components are 
independent of each other, which is not reasonable. The FMEA cannot perform quantitative analysis. The 
above three methods are difficult to accurately assess the system reliability during dynamic changes [7]. 
State space method is usually based on the Markov process [8] in reliability engineering. It constructs state 
transition equations and statistically analyzes system reliability indicators. However, it is suitable for systems 
with a small number of state spaces. When the state space is large, the readability of state transition diagram 
decreases, making it difficult to determine the state space and analyze the system characteristics. Monte 
Carlo method [9] solves system reliability problems with the help of some mathematical and technical 
methods generated by system probability models and random variable simulations. This method can more 
realistically describe the characteristics of components and systems with random properties; simple program, 
easy to implement, and easy to determine errors; however, disadvantages are: the convergence speed is slow 
during calculation, and it is generally difficult to obtain higher accuracy solutions; the error is in the sense of 
probability; the premise of the simulation experiment is that the input variables are independent of each other 
[7]. Petri nets have both graphical modelling and mathematical computing capabilities, and provides good 
environment for integrated modelling and analysis of complex systems. The typical representatives are 
Stochastic Petri Nets (SPNs) [10], Generalized Stochastic Petri Nets (GSPNs) [11], and Stochastic Reward 
Nets (SRNs) [12]. The SPN relates transitions with the delay of random exponential distribution. Its 
graphical modelling capabilities allow the model to be described intuitively. Meanwhile, the SPN can 
automatically generate a Continuous Time Markov Chain (CTMC), i.e., a SPN is isomorphic to a Markov 
chain, making it have strong mathematical calculation capabilities. The GSPN is an extension of the SPN. It 
divides transitions into immediate and timed transitions and is an effective way to mitigate state explosion. 
The SRN is an extension of SPN. It has emerged as a powerful modelling paradigm in performance, 
availability and reliability analysis of fault tolerant computing and communication systems as it enables the 
automated generation and solution of large Markov reward models [13~15]. Meanwhile, it can be considered 
that the SRN is a further expansion of GSPN, reflected in the system’s reliability measure can be expressed 
in the form of rewards, and extended by adding variable cardinality arc, transition enabling function, and 
transition enabling priority based on the GSPN [16, 17]. In short, when the SRN is used in reliability analysis, 
the main advantage is that system measures can be expressed as “reward”. Yet, when using the SRN to build 
a complex system reliability model, its state space and model readability are still affected [18]. To simplify 
the state space and maintain good model characteristics and readability, this paper used a Hierarchical SRN 
(HSRN) model [19] for system reliability analysis. 

The rest of this paper is divided into the following sections, section 2 presents the model construction of 
HSRN. Section 3 describes the reliability modelling of flight control computer system based on HSRN. 
Section 4 presents case studies. Finally, section 5 shows the conclusion. 

2. The Model Construction of HSRN 

2.1. The Definition of SRN 
Before constructing the HSRN, firstly give the basic definition of SRN [17]. 

Definition SRN is a 9-tuple of the form: 
  A= {P, T, D, g, h, μ0, λt, ωt, r}                                                             (1) 

where, 1) P is a set of places and each place can contain the tokens of non-negative integers; 2) T is a 
transition set and is divided into two subsets: Tt (timed transition set) and Ti (immediate transition set), T=Tt

∪Ti, Tt∩Ti=ϕ; 3) D is an arc cardinality function of marking-dependent input arc, output arc, or inhibitor arc, 
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i.e., the cardinalities of these arcs are variable in the SRN; 4) g is a boolean enabling function related to the 
identifier associated with t. When t meets the enabling conditions under the identifier μ, the enabling 
function gt (μ) can be evaluated. If gt (μ) = true, the transition t can be enabled; otherwise, t is still inhibited; 
5) h is a transition enabling priority. The immediate transitions are generally specified to have a higher 
enabling priority than the timed transitions; 6) μ0 is an initial identifier; 7) λt is an exponential distribution 
rate of the firing time of transition t. When the value is ∞, the enabling time of transition t is 0; ∀t∈T, if λt (μ) 
= ∞, the identifier μ is called a virtual identifier; otherwise, μ is a true identifier. Thus, the identifier is 
divided into two sets of true identifier-set and virtual identifier-set, respectively denoted by ΩT and ΩV. 
μ represents that the transition t is enabled under the identifier μ; and under the true identifier μ, the 
enabling probability of transition t is: , 8) ωt is the enabling cardinality of transition t. 
Under the virtual identifier μ, the enabling probability of transition t is: ; 9) r is a 
reward rate function of identifier. 

2.2. Hierarchical SRN-HSRN 
The transition in the SRN can be divided into: timed transition and immediate transition [16]. The 

enabling time of timed and immediate transition are exponential distribution and 0, respectively. The timed 
and immediate transition are represented by “ ” and “ ”, respectively. According to whether or not the 
immediate transition is enabled, the SRN divides a reachable set into two disjoint subsets: the true identifier 
set ΩT that enables the timed transition and the virtual identifier set ΩV that enables the immediate transition. 

The HSRN in this study adopts a hierarchical structure that is gradually comprehensively replaced from 
the bottom up [19]. A lower-level model (sub-model) is used to describe the reliability of component with 
the failure mode being statistically independent. The lower-level model can be established through the 
traditional SRN. The statistical dependency of components is expressed in an upper-level model, i.e., the 
upper-level model is used to describe the interaction relationship of lower-level components. Thus, the 
lower-level model needs to be described in the upper-level model by equivalent transformation. Due to the 
introduction of the lower-level equivalent model, the SRN transition used to establish the upper-level model 
has been expanded: the timed transition set is divided into a basic and an equivalent timed transition set. The 
basic timed transition set is the timed transition set in the traditional SRN, and the equivalent timed transition 
set is used to describe the equivalent timed transition in the lower-level model, expressed by “ ”. Moreover, 
its firing rate is the equivalent transition rate in the lower-level model. 

2.3. The Measurement of HSRN 
An important property of the SRN is that it can assign a reward rate to each true identifier in the ΩT. 

Similarly, the model index established by the HSRN can also be expressed by the reward rate function. Let 
Z(t)=rX(t) be the immediate reward rate of system at the time t, πi(t) is the state probability of the true 
identifier i at the time t, then the expectation of immediate reward rate at the time t is: . 
The expectation of steady reward rate of system is: . 

When calculating system availability, the identifiers in ΩT can be divided into normal state identifier set 
and fault state identifier set, which are respectively denoted as ΩU and ΩD. Let the reward rate function be: 

                                                         (2) 
The calculation formula for the steady state availability of system is: . 

2.4. The Equivalent Transformation of HSRN 
The CTMC is constructed from the true identifier of SRN [10]. The Markov process can be used to 

equivalently transform the CTMC (denoted as CTMCL) of low-level model based on the SRN (denoted as 
SRNL). The CTMC after the equivalent transformation is recorded as CTMCEL, and its state transition 
diagram is shown in Fig. 1. 
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Fig. 1: The state transition diagram of CTMCEL 

The state Ueq and state Deq in the figure indicate that the component is in a normal and fault state, and 
correspond to all identifiers in ΩU and ΩD in SRNL, respectively. The equivalent failure rate from the state 
Ueq to Deq is recorded as λeq, and the equivalent maintenance rate from the state Deq to Ueq is recorded as μeq. 
The steady state probability of CTMC can be solved by the following formulas: 

                                                                                                                                                                    (3) 
                                                                                                 

where,  is a steady state probability vector and Q is a state transition matrix. For Fig. 1: , 
. Then, the steady state probabilities of the components in CTMCEL in normal and fault 

states are: /( ), /( ). The formulas for calculating the equivalent transition 
rate in CTMCEL by CTMCL [19] are further given: , 

. Si is the state i in CTMCL; ti,j and qi,j are the transition 
and transition rate from the state i to j;  is the steady state probability of state i; U and D are the set of 
normal state and fault state respectively. 

Further referring to reference [19], , , where, , . 
This shows that the probability that a component is in a normal state (fault state) in CTMCEL is equal to 

the sum of the probability in a normal state set (fault state set) in CTMCL, which guarantees the equivalence 
in the transformation process when the CTMCL is replaced with the CTMCEL. Thus, the equivalent stochastic 
reward net (SRNEL) shown in Fig. 2 that is isomorphic to the CTMCEL and SRNL are also equivalent. The 
place Pu and Pd in Fig. 2 represent the normal and fault state of component respectively. Moreover, the 
activation rates of the transitions Tf and Tr are equivalent transition rates λeq and μeq respectively, thereby 
realizing the equivalent transformation of the underlying SRN model. 

•

Tr

Tf

Pu Pd

 
Fig. 2: The schematic diagram of SRNEL  

2.5. The Model Solving for HSRN 
The SRN hierarchical process ensures the firing time of the equivalent transition obeys an exponential 

distribution; thus, the stochastic process constructed by the true identifier of HSRN is also a CTMC. 
The state transition matrix of CTMC can be obtained by calculating the transition rate between true 

identifiers. Define PV = [PVV | PVT] as the transition probability matrix from a virtual identifier to virtual 
identifier (PVV) or true identifier (PVT), and UT = [UTV | UTT] as the transition probability matrix from a true 
identifier to virtual identifier (UTV) or true identifier (UTT), the transition matrix between true identifiers is [17]: 

                                  VTVVTVTT PPUUU 1)1( −−+=                                     (4) 
Define the state transition matrix of the CTMC as Q (Qi, j is the transition rate from state i to j), then the 
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elements in the system state transition matrix are: 
Qi, j =                                                                    (5) 

                           i = j 
Let π be the steady state probability vector corresponding to the true identifier. Based on formulas (3) 

and (5), the steady state probability of each state in the CTMC can be calculated and the system reliability 
analysis can be performed. 

3. The Reliability Modelling of Flight Control Computer System Based on 
HSRN 

3.1. The Function and Structure of Flight Control Computer System 
Flight control computer is the core of aircraft. Moreover, its high reliability is the key to the high 

reliability of flight control system and also the guarantee of the safe flight of aircraft. Thus, the redundancy 
technology is usually used to design the flight control computer. The essence is to increase the reliability of 
flight control computer by increasing redundancy resources and shielding the influence of faulty components. 
This section selected a certain type of aircraft flying-by-wire main flight control computer for research. 

Fig. 3 shows the structure of the flying-by-wire main flight control computer for a certain type of aircraft. 
It is a non-similar dual redundancy system. All the redundancy hardware devices are divided into left and 
right groups, i.e., dual channels. The main flight control computer system sends instructions to servo 
actuators. The servo actuators receive control instructions and send signals to steering gears to drive the 
corresponding rudder surface to change the attitude and speed of aircraft. Each channel has three non-similar 
hardware and software branches, and bus communication is used between each channel. The input and 
output part of the branch include two bus terminals, one for receiving and the other for transmitting / 
receiving. Each channel receives inputs from two groups of buses, but only transmits data to the same group 
of buses. When one group of buses fails, it does not affect the normal work of the other group. The three 
branches of the main flight control computer system are respectively assigned to instruction branch, backup 
branch and monitoring branch. The instruction branch solves control law and transmits instructions to the 
designated bus. The other two branches perform monitoring function and branch redundancy management 
task, respectively. Once the instruction or monitoring branch fails, its task is replaced by the backup branch. 
Fault of any of the other two branches will cause the system output to be disconnected. 

3.2. The System Reliability Modelling Based on HSRN 
In this section, the HSRN was used to perform the reliability modelling and analysis in the normal state 

of a certain aircraft flying-by-wire main flight control computer. The digital main flight control computer is 
responsible for performing control law calculations and is composed of multiple branches and channels in 
parallel. Analyzing the overall structure and function of the system, the types of system components include 
power supply, CPU, I / O interface, software, and bus. The hardware of the three branches in each channel 
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Fig. 3: The structure of a certain type of aircraft flying-by-wire main flight control computer 
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are not similar, and the software are also not similar; each channel is powered by the corresponding left, 
middle, and right power bus; each channel receives data from two buses, and only sends data to the 
corresponding one bus. The aircraft’s flying-by-wire main flight control computer system has a parallel 
relationship between the left main control computer and the right main control computer; the three branches 
of the main control computer have a parallel relationship; the components in a single branch have a series 
relationship. Moreover, from the system perspective, the main flight control computer system and the bus are 
connected in series. The modelling process assumes that the system hardware and software obey an 
exponential distribution with a constant failure rate, and does not consider the immediate fault. When the 
main flight control computer fails during the flight, maintenance conditions are generally not available; 
therefore, the system can be modelled as a non-repairable system. In the case of ground maintenance, the 
flight control computer needs to be studied as a repairable system. Thus, the reliability model construction 
needs to be considered in two cases. 

1) Repairable 
This study analyzed hardware and software as a whole. The following considers equipment hardware 

(including software) / component failures, maintenance, and equipment redundancy. Moreover, the HSRN is 
adopted to establish the reliability model of branch, main control computer, and main flight control computer 
system. Considering that the software of main flight control system is closely related to the hardware 
equipment, this study analyzed the software and chip of the main flight control system as a whole. 

(1) The reliability model of branch 
In the branch reliability model shown in Fig. 4, the model composed of the place Px.u, Px.d and the 

transition tx.f, tx.r between the places is used to describe the failure and maintenance of branch power, chip 
and bus interface. The place Px.u and Px.d respectively indicate the normal state and fault state of the 
component x, and the transitions tx.f and tx.r are used to describe the fault and maintenance process of the 
component x. Their firing rates are recorded as λx and μx (λx and μx are the fault rate and maintenance rate of 
branch component x respectively). The interaction between the branch software / hardware is as follows: 
• The boolean enabling function of the transition t1 and t2 is ((#(Pp.u)=0) ∪ (#(Pb.u)=0)). 

This is because the fault of the power supply or the fault of the bus in the branch will cause the running 
chip to stop (not to fail). When the transition tp.r or tb.r occurs, a token will be placed in the place Pc.u. This is 
because after the maintenance of the power supply or bus is completed, with the restart of the power supply 
or bus, the chip that can run under its normal working condition can be re-run. 
• The boolean enabling function of the transition t3 and t4 is #(Pp.u)=0. 

This is because the fault of the power supply in the branch will stop the running bus (not a failure). When 
the transition tp.r occurs, a token will be placed in the place Pb.u. This is because after the maintenance of the 
power supply is completed, with the restart of the power supply, the bus that can be operated under its 
normal working condition can be re-run. 

A CTMC isomorphic to the branch reliability model of Fig. 4 is shown in Fig. 5. 

                  
Fig. 4: The reliability model of branch  
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Fig. 5: The isomorphic CTMC of branch reliability model 

The distribution of the tokens corresponding to the states S0 ~ S3 in Fig. 5 is shown in Tab. 1. 

Table. 1: The token distribution of branch reliability model 

 Pp.u Pp.d Pb.u Pb.d Pc.u Pc.d 

S0 1 0 1 0 1 0 

S1 0 1 0 0 0 0 

S2 1 0 0 1 0 0 

S3 1 0 1 0 0 1 

There are four states in the CTMC of the branch reliability model shown in Fig. 5. iff, #(Pc.u)=1, the 
branch is in a normal state, otherwise it is a fault state. Thus, there are one normal state and three fault states, 
i.e., the normal state set is ΩU = {S0}, and the fault state set is ΩD = {S1, S2, S3}. Let π be the steady state 
probability vector and Q be the state transition matrix. The state transition matrix Q can be obtained as: 

Q =                                                                     (6) 

The element qi, j in the matrix Q is the transition rate from state Si to Sj. When the branch failure and 
maintenance parameters are given, the steady state probability πi (i = 0,1,2,3) of the branch in the state Si can 
be calculated according to formula (3). Moreover, the equivalent failure and maintenance rate of the branch 
are: , . 

(2) The reliability model of main control computer system (MCCS) (left / right) 
When the equivalent transition rate of a branch is solved, the reliability model of the left (right) MCCS 

can be established according to the parallel operation mode and the number of parallel connections of the 
branch, as shown in Fig. 6. The places Pcs.u and Pcs.d in Fig. 6 indicate that the left (right) MCCS works 
normally and fails. The place Pi.u (i = 1,2,…, n, here, n = 3) and Pi.d represent the state of the ith branch of the 
left (right) main control computer system, respectively. The transition ti.f and ti.r are used to describe the 
failure and maintenance process of the ith branch, whose firing rate is the equivalent failure rate λeq_cs and 
equivalent maintenance rate μeq_cs of a single branch. Due to space limitations, the solution process of the left 
(right) MCCS reliability model is no longer listed here. 

(3) The reliability model of MCCS (as a whole) 
After the equivalent transition rate of left (right) MCCS is solved, the total reliability model of MCCS 

can be established according to parallel operation mode and the number of parallel connections. The process 
is similar to the previous step, and not repeated here. 

(4) The reliability model of system 
After solving the equivalent transition rate of the reliability model of the main control computer system, 

since the system and external bus are connected according to the serial working mode, the final system 
reliability model can be established as shown in Fig. 7. 

In Fig. 7, the subnets formed by the place Px.u (x = cs, Bs, st, the same below) and Px.d and the transitions 
tx.f, tx.r between the places are the equivalent reliability models of the MCCS (x = cs) and bus system (x = Bs), 
respectively. The firing rates of tx.f and tx.r are the equivalent transition rates of the underlying reliability 
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models of the corresponding subsystems; the place Pst.u and Pst.d are used to represent the state of entire 
system. According to the system reliability model shown in Fig. 7, using the equivalent failure rate and 
equivalent maintenance rate of the equivalent reliability model of the MCCS and bus system, the equivalent 
transition rate of entire system can also be solved. 
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Fig. 6: The reliability model of MCCS (left / right) P1,u   
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Fig. 7: The reliability model of system (repairable) 

2) Non-repairable 
In the case of non-repairable, the RBD method can be used to model the system according to functional 

logic dependencies, as shown in Fig. 8. The form of Fig. 8 is a typical hybrid system. A hybrid system refers 
to a system composed of a series system and a parallel system. Let the reliability of each unit of each parallel 
system in the parallel-serial system in the figure be Rij (t), (i = 1,…, 3; j = 1,…, 6) and Rbus. Then the 
reliability of the first part and second part of the parallel system are as formula (7) and (8), respectively: 

       (7)                  (8) 
Then use series system calculation formula to calculate the reliability of parallel-series system: 

                                       (9) 
With the system reliability, other system reliability features can be calculated accordingly. 
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Fig. 8: The reliability model of system (non-repairable) 
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4. Case studies 

4.1. Parameter Setting 
This section took the reliability analysis of a certain type of aircraft flying-by-wire main flight control 

computer system as an example, and the system was modelled with the HSRN to obtain the system reliability 
index. Its structure is shown in Fig. 3. The reliability parameters of the hardware and software components of 
equipment in subsystem are given in Tab. 2 according to system design requirements and actual engineering 
[20, 21]. It should be noted that, because the situation of non-repairable is relatively simple, it is omitted here. 

Table. 2: The failure and maintenance parameters of component of a certain type of aircraft flying-by-wire main flight 
control computer system 

No. component failure rate(/h) maintenance 
rate(/h) 

1 power supply 2.0 10-6 0.5 
2 chip 1.0 10-6 2 
3 bus interface 2.0 10-6 0.5 

4.2. Reliability Analysis 
Calculate the equivalent transition rates of the corresponding branch, subsystem, and system according to 

the failure and maintenance parameters provided in Tab. 2. The calculation process of the equivalent 
transition rates of branch is given below. According to the component failure and maintenance parameters 
shown in Tab. 2, , ; , ; , . 
Combining formula (6) and (3), the steady state probability vector of the reliability model of a single branch 
can be calculated as: , where,  (i = 0,1,2,3) is the steady 
state probability when a single branch is in the state Si. Calculate the equivalent failure rate and equivalent 
maintenance rate of a single branch: , 

. 
To verify the feasibility and accuracy of the HSRN method used in this paper, the steady state 

probability of a single branch in normal operation can be numerically calculated. The equivalent model was 
used to calculate the steady state probability of a single branch in the normal state. Let the steady state 
probability vector of a single branch be: . The state transition matrix of a single branch 

equivalent model is: . The steady state probability that a single branch is in the normal 

state can be solved as: . 
Next, the steady state probability of a single branch in the normal state was calculated without using the 

equivalent model. The normal state identifier set is ΩU = {S0} and the fault state identifier set is ΩD = {S1, S2, 
S3}. Let the reward rate r0 = 1, r1 = r2 = r3 = 0, then the steady state probability that a single branch is in the 
normal state is: . indicates that the calculation results of the 
steady state probability of a single branch in the normal state are the same, thereby verifying the feasibility of 
the equivalent transformation of the underlying model used in the paper. It can be seen that the HSRN 
method can provide an effective method for simplifying the state space of system reliability model. 
Furthermore, the equivalent failure rate and equivalent maintenance rate of entire system can be obtained. 
Finally, the system’s availability indicators, MTBF and other reliability indicators can be obtained. Due to 
space limitations, the specific process is omitted here. 

5. Conclusion 
This paper studied the reliability modelling and analysis of the redundant S/HIS, considering the 

maintenance process of system. The HSRN method was adopted to analyze the reliability of system. 
Through the equivalent transformation of the lower-level reliability model, the establishment process of 
upper-level model can hide the internal structure of the lower-level model, i.e., through the equivalent 
transformation of the reliability model of a single branch, the interaction between the lower-level hardware 
and software components and the failure and maintenance processes of the components need not to be 
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considered again when establishing the upper-level reliability model of system. In this way, the upper-level 
model is concentrated on the use of redundant methods, which can make the upper-level model clearer. 
Meanwhile, the hierarchical modelling process can reduce the state space during the reliability analysis of 
the upper-layer model, and eliminate the need to repeat the design of the same subnet. The HSRN provides a 
practical method for the reliability analysis of redundant S/HIS. 
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