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Abstract. Hyperspectral images are widely used with the development of remote sensing technology, but 

its low spatial resolution greatly limits the application of hyperspectral images. Therefore, we proposed a 

hyperspectral image super-resolution reconstruction algorithm based on 3d FSRCNN framework model, 

which preprocessed the hyperspectral image data set successively, extracted features, reduced dimensions, 

nonlinear mapping, expanded dimensions, and deconvolution to finally realize image super-resolution 

reconstruction. In this algorithm, three-dimensional convolution is used to convolve both spatial dimension 

and spectral dimension to capture spatial spectrum characteristics. The whole convolutional network consists 

of 6 layers, one input layer, four convolutional layers, and one deconvolution layer. For the first five layers of 

convolution, PReLU was used as the activation function, which effectively prevented the phenomenon of 

nerve necrosis and improved the model fitting without increasing the computational cost and overfitting risk. 

Experimental results show that the proposed algorithm can reconstruct high spatial resolution images with 

less computation and reduce spectral distortion effectively. 
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1. Introduction

Due to the limitations of imaging sensor technology, signal-to-noise ratio and time, there is a certain

trade-off between spatial resolution and spectral resolution. Therefore, hyperspectral images often have a low 

spatial resolution, which greatly limits their effectiveness in practical applications. Thus, how to improve the 

spatial resolution of hyperspectral images is of great significance. 

In 2017, Galliani and others to try in the spectral dimension of hyperspectral image super-resolution, 

prove the feasibility and advantage of the convolution spectrum dimension of [1], to solve the problems of 

the spectral distortion also provides a new way of thinking. In the application of hyperspectral based on CNN, 

Makantasis et al. used random principal component analysis (RPCA) [2] to integrate spatial-spectral 

information into CNN, but the information would be lost, so the spatial-spectral characteristics provided to 

CNN by RPCA could not be directly extended to the super-resolution. To explore the hyperspectral image 

super-resolution spatial context and space spectrum identification, Mei et al., this paper proposes a three-

dimensional full convolution neural network (3D - FCNN) framework [3], using three-dimensional 

convolution operation to study between the adjacent pixels of space environment and the spectral correlation 

of adjacent band image, thus reduce the spectral distortion, but this method is still lacking in computational 

efficiency. In 2016, Dong Chao et al. proposed the FSRCNN (fast-super-resolution Convolutional Neural 

Networks) model [4] based on SRCNN. FSRCNN obtains the same sensory field with a smaller number of 

parameters, improves the computing efficiency and overcomes some shortcomings of SRCNN. However, in 

terms of reconstruction effect, other models inferior to the Convolutional layer number are still used for two-

dimensional images. The two-dimensional convolutional layer mainly considers spatial information. When 

these networks are directly applied to hyperspectral images in the form of band-to-band, they will ignore the 

strong spectral correlation of hyperspectral images, thus easily leading to spectral distortion [1]. Therefore, 

 

ISBN 978-981-14-4787-7
Proceedings of 2020 the 10th International Workshop on Computer Science and Engineering

(WCSE 2020) 

226

Shanghai, 19-21 June, 2020, pp. 226-232

+ Corresponding author. Tel.: + (86)13636675266.

E-mail address: wangwenju666@163.com.

doi: 10.18178/wcse.2020.06.035



when applying a convolutional neural network to hyperspectral images, its image characteristics should be 

taken into account, that is, the spatial background of adjacent pixels and the spectral correlation between 

adjacent bands should be taken into account,  to maintain the spectral fidelity of the output image. So, based 

on the two-dimensional FSRCNN, we proposed a 3D FSRCNN framework and applied it to the super-

resolution reconstruction of hyperspectral images. 

  

This paper proposes a 3D FSRCNN framework, which applied to the super-resolution processing of 

hyperspectral images. The flow chart is shown in figure 1. By studying the spatial background and spectral 

correlation of hyperspectral images, the two-dimensional model was mapped to the three-dimensional level. 

Considering the hardware facilities, we did not adopt a large data set. Our work is mainly divided 1) data 

preprocessing: standardize the data set, reduce the calculated value, improve the operation efficiency, and 

then divide the data set into training set and test set in proportion; 2) training: import the training set and 

mark off a small part as the verification set to verify the performance of the model during the training; 3) test: 

test the effect on the trained model with test set. For a hyperspectral data set, we can divide the training set, 

verification set and test set to ensure the same distribution of three sets and avoid meaningless model 

detection. 
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Fig. 1: Algorithm flow chart 

  

Compared with the first proposed SRCNN, 2d FSRCNN has its merits and obvious advantages in 

processing ordinary color images, but its application in 3d images has not been well applied. In this 

experiment, we took two-dimensional FSRCNN as the prototype [4] and hyperspectral images as the object 

and proposed a 3D FSRCNN framework to deal with the super-resolution problem of hyperspectral images. 

The model framework is shown in figure 2. 
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Fig. 2: 3D-FSRCNN framework 

2. 3D FSRCNN Hyperspectral Image Reconstruction with Super-resolution

2.1. 3D FSRCNN Algorithm Framework 
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To consider both spatial information and spectral information, the convolution kernel adopted is all 

three-dimensional. As shown in figure 3, the convolution framework of 3D-FSRCNN can be divided into six 

parts. 

1) Preprocessing: first, the standardized image is sampled with gaussian, and then it is amplified to the 

original size through double-cubic interpolation, to achieve the purpose of input as "low-resolution" image; 

2) Feature extraction: fragmenting feature extraction is performed on the pre-processed data set. The 

features extracted by the filter size s1×s1×s1 are the input of the next layer; 

3) Dimensionality reduction: to reduce the computation and complexity of the model, s2×s2×s2 

convolution kernel is adopted to reduce the dimensionality of the data; 

4) Nonlinear mapping: two s3×s3×s3 filters are used in series. Compared with a large filter, the series of 

two smaller filters can reduce the computational cost of parameters and ensure that the receptive field 

remains unchanged; 

5) Dimension expansion: the reconstruction effect of lower dimensions is not good, so this step expands 

the data to the dimension before dimension reduction to ensure the reconstruction effect. The filter size is 

s2×s2×s2; 

6) Deconvolution: Zero Padding refers to the number of laps around the original data that add 0. To 

prevent the boundary effect from happening in the training process, the proposed 3D-FSRCNN USES valid 

convolution, that is, without filling in 0, the size of the image will decrease as the convolutional layer 

deepens. Therefore, a filter of size s4×s4×s4 is adopted to make the output image consistent with the size of 

the original image, and the output of this layer is the output of the whole convolutional network. 

Compared with the two-dimensional FSRCNN, the proposed 3D-FSRCNN model requires preprocessing 

of the data set, the bicubic interpolation only considers the spatial information, and the three-dimensional 

convolution can reduce the spectral distortion to improve the accuracy of experimental results. In terms of 

parameter setting of a convolutional layer, some improvements are also made which are different from 2D 

FSRCNN. Stride refers to the number of intermediate data that the window skips from the current position to 

the next position. In 2d FSRCNN, the value of the Stride between different layers is not the same. In the 3D-

FSRCNN proposed in this paper, the Stride is all 1. Because of the change in step size, when s3=3, four 

filters of 3×3 size were used in the two-dimensional FSRCNN, while the improved 3D-FSRCNN only used 

two filters of 3×3×3 size. The specific parameters of the rest convolution kernel were set as mentioned in 

section 2.2.3. The activation function finally adopted in our framework algorithm is PReLU function; The 

loss function used in this paper is MSE, and the mathematical expression is shown[5] in equation (1). 
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Where m is the number of training samples, h and w are the length and width of network F(X) output, c 

is the frequency band of training samples, Y is the center pixel of high-resolution images, and X is the 

network output. 

Two-dimensional FSRCNN is used to deal with the problem of the super-resolution of ordinary color 

images. It is not advisable to directly apply to hyperspectral images. Therefore, the proposed 3D-FSRCNN 

model is improved according to the characteristics of objects, as shown in figure 3. 

Compared with two-dimensional FSRCNN, 3D-FSRCNN needs to preprocess the data set, and the latter 

is more concise on the number of network layers. Zero Padding refers to the original data in 0 turns around, 

there are two kinds of forms -- same and valid, to prevent the boundary effect occurred in the process of 

training, the proposed 3 d - FSRCNN USES is valid convolution, i.e. not fill 0, valid form leads to the final 

output image is smaller than the input image, but because we the last layer of deconvolution, adopted our 

output and input in size is the same. Stride refers to the number of intermediate data skipped from the current 

position to the next position of the window. In two-dimensional FSRCNN, the Stride value between different 

layers is not the same. In the 3D-FSRCNN proposed in this paper, the Stride value is all 1, and the step 

length and the setting of the convolution kernel parameter are mutually affected. Because of the different 

step sizes, when s3=3, four filters of 3×3 size were used in 2D FSRCNN, while the improved 3D-FSRCNN 
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only used two filters of 3×3×3, and the specific parameters of the rest convolution kernel were set in section 

2.1.2. 

Fig 3. FSRCNN and 3D-FSRCNN model comparison. 

  

Data preprocessing we carried out data standardization and data segmentation, among which the main 

work is data standardization. 

 (1) Data normalization 

Normalization of data is the scaling of data into a small, specific range. Min-max normalization, also 

known as deviation normalization, is used in this experiment as a linear transformation of the original data, 

resulting in the result falling to the interval [0,1]. The conversion function is shown[5] in formula (2) : 

The sequence x1, x2, ..., Xn to the transformation 
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Where Max is the maximum value of sample data, min is the minimum value of sample data, and the 

new sequences y1, y2, ..., yn∈[0,1] and dimensionless. One drawback to this approach is that when new 

data is added, it can lead to changes in Max and min that need to be redefined. 

 (2) Data segmentation 

The standardized data set is divided into a training set and a test set in a certain proportion, and the 

proportion should be flexibly determined according to the size of the data set. 

  

The whole convolutional network in the proposed model consists of 6 layers, one input layer, four 

convolutional layers, and one deconvolution layer.  The last five layers are connected to the input layer in 

turn. For the first five layers of convolution, PReLU was used as the activation function, which effectively 

prevented the phenomenon of nerve necrosis and improved the model fitting without increasing the 

computational cost and overfitting risk. For the deconvolution layer, the output of the layer is the output of 

the whole network, which is not affected by the activation function. In general, the number of parameters to 

be optimized in CNN is proportional to the number of neurons. Regarding image super-resolution, the scale 

of input has a great influence on the scale of the network. The larger the scale of input, the greater the 

parameter calculation, and the greater the requirement for hardware performance. Therefore, in our 

experiment, the whole training set image is divided into sub-images of 33*33*102, which are fed to the 

convolutional layer, and the parameters are set as s1=5, s2=1, s3=3 and s4=9.  

The convolutional layer changes are shown in table 1. The input limit is 33×33×c×1 pixel sub-image 

cube, where 33×33 is the spatial size, c is the special size determined according to the characteristics of the 

sensor, and the color channel of the hyperspectral image is set as 1. All the filters in the continuous 

2.2. Data Pre-processing 

2.3. Model Parameter Setting 
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convolutional layer were designed to learn the spectral information from the adjacent bands of c. It is 

important to note that large sub-images can also be used as input to design the model, which has a structure 

similar to that of this article. However, as mentioned above, input size has an impact on the network, so for 

easier and faster training, the size of our network is limited to a relatively small range. 

Table 1: Convolutional layer details of 3D-FSRCNN 

Layer Input Size Kernel Size Output Size 

Conv1 ）   
PRelu1 

 
- 

 
Conv2 

   
PRelu2 

 
- 

 
Conv3 

   
PRelu3 

 
- 

 
Conv4 

   
PRelu4 

 
- 

 
Conv5 

   
PRelu5 

 
- 

 
DeConv 

   

3. Experiments and results 

We chose Pavia Centre, a hyperspectral image data set, as the experimental data, with 1096*1096 pixels 

in the center and 102 spectral bands. To make the experiment more convincing, the Pavia Center scene data 

used in the experiment discarded the samples that did not contain any information; only 1096*715 valid 

pixels were used. This data set is taken as the ground truth value of high spatial resolution hyperspectral 

images, and the performance of the proposed hyperspectral image super-resolution model based on 3D-

FSRCNN is trained and evaluated. The size of the image used for training is set to 33*33*102*1, which is 

obtained by overlapping the original data. The whole experiment was designed, trained and tested based on 

Matlab and Keras, with a basic learning rate of 0.0005.  

To evaluate the quality of spatial reconstruction, mean peak signal to noise ratio (MPSNR) and mean 

structure similarity (MSSIM) were used. MPSNR is defined as shown[5] in formula (3). 

                                                     (3) 

The MSSIM between reconstructed image F(X) and ground truth value Y is defined as shown[5] in 

equation (4).  

                                                                                     (4) 

Where F(X)i and Yi represent the i-band images of F(X) and Y,  and  are the mean of  and 

, respectively,  and  are the variances of  and ,  is the covariance of  and ,  

and  are set to 0.0001 and 0.0009, respectively. Generally, higher MPSNR and MSSIM values mean better 

visual quality.  

3.1 Experimental results and analysis 

The performance of the proposed 3D-FSRCNN was evaluated on the Pavia Centre, a hyperspectral 

image data set. For each data set, we marked out a 132×132 area as the test set and took 0.05% of the rest as 

the verification set. Finally, the rest was the real training set. The verification set is included in the training 

set but does not participate in the process of gradient descent. By observing the results of the verification set, 

we can appropriately change the super parameters such as learning rate and iteration number to make the 

results optimal on the verification set, which can effectively improve the efficiency of the experiment. To 

simulate the hyperspectral image with low spatial resolution, we first sampled the image with a factor of 2. 

By comparing our model with bicubic interpolation and 3D-FCNN models, the model performance was 

qualitatively compared from two data indicators of PSNR and SSIM. The comparison results are shown in 
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Table 2, and the corresponding visual effects are shown in figure 4. The red box is the contrast area, and the 

reconstruction is shown in the upper left corner. 

                                                    
（a）The original image                                                                        （b）Bicubic 

                                                     
                           （c）3D-FCNN                                                                         （d）3D-FSRCNN 

Fig. 4: The visual effects of hyperspectral images with different super-resolution methods 

 

Table 2: Comparison of indexes of different methods of hyperspectral image super-resolution 

Data set evaluation 
index 

Bicubic 3D-FCNN 3D-FSRCNN 

Pavia 
University 

MPSNR 28.84 32.19 33.42 
MSSIM 0.939 0.972 0.958 

The results show that, in general, the PSNR value of the proposed model 3D-FSRCNN is the highest. 

Compared with the double cubic interpolation, the image quality reconstructed by 3D-FSRCNN is more 

optimized in terms of both two indicators and visual effects. The average PSNR value is 4.58 higher and the 

average SSIM value is 0.019 higher. Compared with 3D-FCNN, the proposed model can output an image 

with the same size as the input image, while 3D-FCNN will lose the boundary with the convolution, and the 

input and output are inconsistent.  

Table 3 lists the calculation time comparison between the experimental model and the original super-

resolution algorithm. All the algorithm experiments are conducted on a computer with a GPU of GeForce 

RTX 2080. As can be seen from the data in the table, in the case of using the same size data set, the 

improved 3D-FSRCNN proposed by us has more parameters, but the training time is nearly doubled, while 

the difference in test time is not significant. 

Table 3: The two models were compared on the Pavia Centre dataset 

 3D-FCNN 3D-FSRCNN 

Total params 39,405 10,496,325 
Training 6.3h 3.5h 
Test 0.414s 0.474s 

4. Conclusion 

In this paper, we have proposed a novel 3D-FSRCNN model which is inspired by the existing FSRCNN 

model to solve the super-resolution reconstruction of hyperspectral images. This architecture can be used to 

learn the End to End full spectrum mapping between low-resolution images and high-resolution pictures. 

Compared to traditional super-resolution algorithms, which mostly based on a two-dimensional 

convolutional neural network, a three-dimensional convolutional kernel is capable of exploring the spatial 
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features of adjacent regions and the spectral correlations of neighboring bands in the case of reconstruction 

of hyperspectral images and it can effectively reduce the distortion. 

Deep Learning is currently a hot research area of computer vision and plentiful models have been 

proposed recently to deal with various problems. In the future, how to optimize the convolutional neural 

network may be another breakthrough. 
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