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Abstract. Automatic medical image segmentation is an important part of medical image analysis, and plays 

an indispensable role in computer-aided diagnosis. Recently, FCN (Fully Convolutional Network) and U-Net 

have become the main frameworks for image segmentation task. Based on U-Net, the U-Net++ is proposed to 

predict robust segmentation maps. However, it is difficult for both U-Net and U-Net++ to obtain better results 

as the model depth grows. In this paper we propose a new medical image segmentation network SE-UXNet 

using attention mechanism. This model bridges the encoder-decoder models of two different structures to 

increase model capacity, and recalibrates the weight of the features in the bridge process by SE blocks. Using 

the Dice coefficient and mIoU as evaluation criteria, we evaluate our model by performing nuclei, liver, 

prostate, polyps and pulmonary nodule segmentation tasks. The results show that, the Dice coefficients of the 

above segmentation tasks using SE-UXNet were 92.75%, 90.49%, 90.34%, 95.33% and 73.44%, respectively, 

all higher compared to results of the U-Net and U-Net++. The experimental results also show that the method 

we proposed improves the accuracy of medical image segmentation. 
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1. Introduction 

With the development of medical imaging technology, image diagnosis plays an increasingly important 

role in disease diagnosis including ultrasound (X-RAY), computed tomography (CT) and magnetic resonance 

imaging (MRI). To divide the image into several areas and extract the area of interest, image segmentation 

technique is used. At present, it is still mainly performed by doctors, which relies heavily on the professional 

experience of the doctor and is somewhat subjective. In some cases, doctors may make mistakes because of 

stress and fatigue. Therefore, deep learning-based image segmentation algorithms are introduced to relieve 

doctors' working stress and improve the accuracy of medical image segmentation. 

The end-to-end medical image segmentation model based on deep learning has grown rapidly over the 

past few years. FCN (Fully Convolutional Network) [1], U-Net [2] and U-Net++ [3] are all popular structures. 

This kind of network structure can output the segmentation results intuitively and has a good effect on the 

medical image segmentation data sets. However, due to the defects of the network structure itself, it is difficult 

for U-Net and U-Net++ to construct a well-behaved deep network. Compared to a single U-Net, Wanli Chen 

et al. [4] proposed that the use of a bridge structure helps to solve this problem by expanding model capacity. 

As an important attention structure, SE block [5] can be easily embedded in skip connections. We believe that 

the SE blocks help to pass the important features between different branches of the bridge model more 

effectively. In this paper, we propose a novel structure as SE-UXNet, which is based on the U-Net and U-

Net++, to improve the accuracy of medical image segmentation.  

The main contributions are summarized as follows: 

● We propose a composite structure as SE-UXNet by combining the SE blocks with the bridging model 

of U-Net and U-Net++.We utilize the bridging structure to improve model capacity and further improve 

the model accuracy by adjusting the weight of the model feature channel.  
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● Our method achieved very competitive performance on four public data sets (Data Science Bowl 2018、

MICCAI PROMISE12、Liver Tumor Segmentation Challenge and CVC-ClinicDB)and the lung nodule 

data set. 

The rest of this paper is mainly as follows: we first introduce the related work regarding image 

segmentation in Section 2. We then describe the details of our proposed model and the feature generation in 

Section 3. In Sections 4, we introduce the experimental settings and results. Finally, we conclude our work 

and indicate future directions in Section 5. 

2. Related Work 

A variety of traditional medical image segmentation algorithms have been proposed over the past few 

decades. Otsu[6] was a classic method based on dynamic thresholding, which classified foreground and 

background according to whether the intensity value is above a threshold. But this method focused on the 

histogram distribution of the image with ignoring the spatial information. To solve this problem,region 

growing[7] was proposed, which performed region base growing based on the initial seed point but often 

encountered problems of over-segmentation. Edge detection and grouping [8] was an efficient segmentation 

method, but it was very susceptible to noise. Compared with ordinary images, the difference in foreground and 

background is not obvious, which limits the performance of this method. To obtain ideal results, active contour 

models such as gradient vector flow (GVF) [9] has also been widely used on CT and MR images. 

In addition, many machine learning methods are applied to image segmentation tasks. Tara Saikumar 

et.al.[10] proposed a method which combined the watershed transform, Improved FCM and level set method 

and performed well on MR images. In 2012, Reza Kharghanian et al.[11] proved combination of Gabor 

features and line features provided a good performance for vessel segmentation. Multiple features can 

effectively improve the segmentation effect. In 2014, Chi-Man Pun and Pan Ng [12] proposed a skin color 

segmentation system which combined color and textures feature as segmentation feature, which performed 

better than GMM algorithm. 

In recent years, CNN (Convolutional Neural Network) has shown great potential in image deep learning. 

While in terms of image segmentation, the FCN has become one of the main frames. It accepts images with 

any size, recovers the category of each pixel from abstract features and classifies the images in pixel-level. 

The U-Net model proposed by Olaf Ronneberger et al.in 2015 was a classic FCN model. It used the encoder-

decoder structure to merge features, which had high accuracy and robustness in the task of medical image 

segmentation with small datasets. To further utilize the input image features, Zongwei Zhou et al. proposed 

the U-Net++ in 2018. Compared to the U-Net, the U-Net++ used dense nested skip connections instead of 

ordinary skip connections in the encoder-decoder structure to facilitate the simultaneous utilization of features 

from different levels. The results show that U-Net++ perform well in Data Science Bowl 2018, ASU-Mayo, 

MICCAI 2018, LiTS Challenge and other data sets. However, the main disadvantage of U-Net and U-Net++ 

was the difficulty to construct a deep network, and the deep network structure can not necessarily bring better 

results. To solve this problem, Wanli Chen et al. proposed the W-net model in 2018 by bridging two U-Net 

models. As the champion model of the 2017 ImageNet competition, SE-net had a great effect in image 

classification tasks by adjusting the feature channel weights through feature recalibration. Because the SE 

block can be effectively combined with skip connection, Chaitanya Kaul et al. proposed FocusNet [13] in 2019, 

which incorporated SE blocks within bridged U-Net and performed well on lung segmentation data set. 

3. Model 

 This section describes our architecture. We first describe the overall structure and logical relationship of 

the SE-UXNet. After that, the SE block is explained in detail, because of its contribution to the feature 

recalibration of U-Net and U-Net ++ bridging model. 

4.1. SE-UXNet 

Our model is based on the U-Net and the U-Net++.U-Net is widely used in the field of image segmentation 

as a classic medical model. The U-Net++ makes improvement network performance optimization and 

precision by replacing simple skip connections with dense skip connections. UXNet obtains preliminary 
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feature extraction by U-Net, and then obtains the final segmentation result through U-Net++.  

We refer to these two parts as feature extraction branch and segmentation branch. In order to achieve 

better segmentation result, we further propose the SE-UXnet using attention structure to recalibrate feature 

layers. Both branches of our network model are encoder-decoder structures, and in the feature extraction 

branch, the decoder output of each layer will pass through an SE block. It will then be connected with the 

output of the SE block, which belongs to the upper layer of the segmentation branch encoder. The structure of 

our model is shown in the Figure 1. 

 

Fig. 1: Overview of the SE-UXNet and UXNet. The arrows indicate the direction of the information flow in the 

network. 

 In the feature extraction branch, we enter a picture Xx  , X represents the mini batch of pictures each 

time. Each layer of the encoder will learn a set of feature maps G  based on x , given by: 
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W represents the weights of the standard convolutional layer. The decoder gets the output of the same 

layer encoder and describes the feature as follows: 
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The ][; denotes connection via skip connection, a
1iD + represents the output of the previous decoder layer 

and H denotes the output from the up-sampling layer. 

In the segmentation branch, the output of the outermost encoder structure can be expressed as: 
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Where b
1-iE  represents the output of the upper layer encoder structure in the segmentation branch, ()σ  

represents the recalibration of the input features through the SE block. Through the dense skip connection, the 

output features of the outermost encoder are recalibrated layer by layer, and the output of the segmented branch 

can be expressed as: 

 






=
= −+−

= 0j                  y;y

0j                                          
y

)])U(]([[

E
1j1,i1j

0k
ki,

b
iji,

 (4) 

206



 U denotes a transposed convolution layer, and (i, j) denotes the location of the node in the segmentation 

branch, for example, the output of the lowest node is 4,0y .The output of the fourth layer is 3,0y and 3,1y , 

from left to right. When j=0, there are two inputs to the segmentation branch encoder node, respectively the 

output of the upper encoder node and the output of the same layer feature extraction branch decoder node. At 

this point, the output i,0y  of the encoder node is equivalent to b
iE .When j = 1, there are also two inputs to 

the encoder node, which are the output of the node at the same layer with j = 0, and the transposed convolution 

output of the node at the lower layer with j = 0. For example, node 0，1N , which outputs 0,1y , accepts inputs 
0,0y  and 1,0y .When j > 1, the encoder node has j + 1 inputs, where j inputs are the outputs of the previous j 

nodes on the same skip path, and the last input is the output of the transposed convolution layer on the nodes 

of the lower skip path. All previous feature maps will accumulate and reach the current node. Finally, we apply 

a 1x1 convolution with sigmoid activation to generate prediction results for each pixel. Upsampling is done 

using transposed convolution layer rather than up-sampling layer. The other convolutional layers use 3x3 filters 

and always use dropout with a fixed rate of 0.2. 

4.2. SE-Block 

The skip connections in the encoder-decoder structure helps provide better gradient flow, which makes it 

easier to train deeper networks. Similarly, it’s also effective on using skip connections between different 

branches. The structure of the SE module is shown in Figure 2: 

 

Fig. 2: Recalibration of weights input to SE module features 

After the SE module obtains the input, it transforms the input at the feature layer level through a series of 

convolution and pooling operations. Unlike the traditional CNN, the SE block performs the following three 

steps. The first one is the Squeeze operation. We perform feature compression along the spatial dimension and 

turn W two-dimensional feature channels of l × h into W real numbers. These real numbers have a global 

receptive field to some extent, and the dimensions of the output match the number of feature channels of the 

input. Then it uses the Excitation operation to generate weights for each feature channel. The final operation 

is feature recalibration. We consider the output value of Excitation as the importance of each feature channel 

after feature selection, and then multiply it with the input features to complete the recalibration of the original 

features in the channel dimension. 

In the SE-UXNet, we use global average pooling for Squeeze operations. Then we use two fully connected 

layers to model the correlation between the channels and output the same number of weights as the input 

features. We first use a fully connected layer with a ReLU activation function to reduce the feature dimension 

to 1/8 of the input, then rise back to the original dimension through a fully connected layer with a sigmoid 

activation function to obtain a normalized weight between 0 and 1. Finally, this weight is multiplied with the 

input features to achieve recalibration, as shown in Figure 3. The advantages of using two fully-connected 

layers are twofold. They can reduce parameters and have more nonlinearities, furthermore the complex 

correlations can be fitted better between channels. 
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Fig. 3: structure of SE module 

4. Experiments 

 Our experiment is designed to validate whether the SE-UXNet and UXNet can perform better than the 

simple U-Net and U-Net++.In the following, we first introduce the statistics and evaluation indicators of the 

experimental data sets, and then present the setting of the experimental parameters. Regarding the experimental 

results, we compare our methods with several other advanced methods. In addition, we also compare the effects 

of the SE blocks on the model. 

4.1. Data Sets 

DSB2018(Data Science Bowl 2018), LiTS (Liver Tumor Segmentation Challenge), MICCAI 

PROMISE12 and CVC-ClinicDB[14]databases are public, common medical image data sets. 

DSB2018 provides 670 sets of training data that are different in terms of cell type, magnification and 

imaging mode. Each set of data contains an image and multiple labels. Each label contains only one nucleus, 

and the labels will not overlap each other. LiTS provided 130 CTs of the patient's liver and 64 slices were cut 

on each CT in 2 mm steps to build a data set. The PROMISE12 data set contains MRI images of 50 prostates 

obtained from clinical settings and provided by different professional institutions with different prostate sizes 

and appearances to a certain extent. CVC-ClinicDB is a data set that extracts frames from a colonoscopy video. 

It provides a total of 612 sets of data, each of which contains image data and label data of intestinal polyps. 

Each data set was divided into training set, validation set and test set by a ratio of 8:1:1. In the DSB data 

set, we use 536 sets of images for training, while using 67 sets of images as the validation set and 67 sets of 

images as the test set. In the LiTS data set, in order to reduce the duplication of training data, we randomly 

shattered 8320 slices and selected one every 10 slices to join the new data set. The new data set contains 666 

sets of images for training ,83 sets of images in its validation set and 83 sets of test images. In PROMISE12, 

slices containing prostate parts were cut out, and 259 sets of images for the training set data were obtained, 

and 32 sets of images for each of the test data set and the validation data set. For the CVC-ClinicDB, we use 

490 sets of images as the training data set, and then take 61 sets of images as the validation and test sets 

respectively. 

4.2. Evaluation Metrics 

Segmenting a medical image actually divides each pixel of the image into two categories: target pixels 

and background pixels. In order to quantitatively compare the standard results of expert manual segmentation 

with the segmentation results of our model, we use the mIoU and the Dice coefficient to measure the 

performance of the segmentation models. The specific calculation methods are: 

 
FNFPTP

TP
mIoU

++
=  (5) 

 
FNFPTP2

TP2
DSC

++
=  (6) 

The formulas above contain four statistical indicators. True positive (TP) indicates that the target pixel is 

correctly segmented. False positive (FP) indicates that the target pixel is incorrectly segmented. True negative 

(TN) indicates that the background pixel is correctly segmented. False negative (FN) indicates a background 

pixel point with incorrect segmentation. The higher the degree of overlap between images, the closer the mIoU 

and the Dice coefficient are to 1, and the closer our segmentation network results are to the standard results of 

expert manual segmentation. 
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4.3. Experiment Details 

In this section, we present more details regarding the implementation environment and data augmentation 

strategies. All experiments were done in python, using Keras [15] with a Tensorflow [16] backend. The 

Stochastic Gradient Descent optimization function is used to optimize the network parameters, and the cos 

dice loss[4]  is used to measure the classification error of the network. The initial learning rate is set to 0.001, 

and the batch size for training and testing was kept at 8. All experiments were run for a maximum of 300 

epochs. 

4.4. Experiment Results and Analysis 

4.4.1.  Comparative Analysis of Image Processing Results 

The segmentation experiment results obtained on the four public data sets are shown in Figure 4: 

Data image Ground Truth U-Net U-Net++ UXNet SE-UXNet 

DSB2018 

      

CVC-ClinicDB 

      

PROMISE12 

      

LiTS 

      

Fig. 4: Qualitative comparison between U-Net, U-Net++, UXNet and SE-UXNet showing segmentation results for 

DSB2018、CVC-ClinicDB、PROMISE12 and LiTS data sets. From the left:(1) image, (2) Ground truth, (3) U-Net, 

(4) U-Net++, (5) UXNet and (6) SE-UXNet. 

In this study, the experimental results of the SE-UXNet are compared with the U-Net and the U-Net++, 

and also compared with the UXNet without the SE module, to verify the role of the SE module in skipping 

connections. 

The images in lines 1 to 4 are taken from the DSB2018, CVC-ClinicDB, PROMISE12 and LiTS data sets, 

respectively. Columns 1 to 5 represent the original image, the label image manually labeled by experts, the 

segmentation result image of the U-Net, U-Net++, UXNet and the SE-UXNet. By comparison, it can be seen 

that the SE-UXNet can accurately segment organs and tissue structures with more distinct contours (such as 

images of liver and prostate) and better divide the fine gaps between images of different cells. 

In addition, we used the lung nodule data set to validate the effectiveness of our model. The data set 

contains 19 patient data, divided into training set, validation set and test set by a ratio of 8:1:1. The results are 

shown in Figure 5. 
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Data image Ground Truth U-Net U-Net++ UXNet SE-UXNet 

Pulmonary 

nodule 

      

      

Fig. 5: U-Net, U-Net++, UXNet and SE-UXNet experimental results on lung nodule data set 

Experiments show that compared with other structures, our network structure is easier to find and segment 

smaller nodules, which helps to find and treat the disease earlier. 

4.4.2.  Comparative Analysis of Results Indicators 

To validate the effectiveness and robustness of our method, we analyze the two indicators of mIoU and 

Dice coefficients, and perform experiments on four public datasets to compare the results with the literatures. 

Table 1 lists the mIoU values and Dice coefficients of U-Net, U-Net++, UXNet, SE-UXNet, and other 

advanced models: 

● FCN-8S [17], a typical FCN model, up sampling with scale of 8.  

● E-D Network [18], propose a deep encoder-decoder network with a novel data augmentation method. 

● V-Net [19], present a volumetric convolutional neural network.  

● UdeM 2D [20], combine fully convolutional networks with fully convolutional ResNet. 

● 3D GCA-Net [21], a 3D encoder-decoder segmentation network. 

● Wnet [4], a stacked U-net suitable for small image data sets.  

● 2D-Densely Connected CNN [22], using densely connected fully convolutional neural network. 

● ResU-Net [23], incorporation of ResNet and U-Net.  

● MIMO-FAN (DPS) [24], propose a network architecture for unified multi-scale feature abstraction. 

Except for the cell nuclear dataset, the segmentation effect of SE-UXNet is better than the original U-Net, 

U-Net++, and UXNet. Compared with U-Net and U-Net++, SE-UXNet has a significant improvement in 

prostate segmentation results, with mIoU increasing by an average of 3.96% and 0.84%, and Dice coefficients 

increasing by an average of 3.74% and 1.33%. 

The UXNet network performs poorly on the polyp segmentation and liver segmentation datasets. On the 

liver segmentation dataset, the mIoU values of the UXNet network are lower than U-Net++ and SE-UXNet by 

0.37% and 0.67%. 

However, the UXNet achieves the best segmentation effect on the cell nuclear segmentation data set, 

indicating that the SE module plays a better role in the data set where only a single segmentation instance 

exists in each slice. But it does not perform well in segmentation tasks where there are multiple instances in a 

slice. We think the reason for this is that the SE block has a global field of view, which makes it possible to 

treat different nuclei in a slice as one. This makes SE-UXNet blur the gaps between nuclei compared to UXNet. 
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Table 1: Evaluation of SE-UXNet on four public datasets 

Dataset Model mIoU DSC 

DSB2018 

U-Net [2] 90.90 91.02 

U-Net++ [3] 92.11 92.65 

UXNet 93.23 93.37 

SE-UXNet 92.66 92.75 

 FCN-8S [17] 81.0 - 

CVC-ClinicDB 

U-Net 83.14 84.29 

U-Net++ 85.24 86.44 

UXNet 86.12 88.58 

E-D Network [18] 88.9 89.35 

SE-UXNet 89.17 90.49 

PROMISE12 

U-Net 86.42 86.6 

V-Net [19] - 86.9 

UdeM 2D [20] - 87.4 

3D GCA-Net [21] - 88.9 

U-Net++ 89.54 89.01 

UXNet 89.94 89.7 

Wnet[4] - 89.56 

SE-UXNet 90.38 90.34 

 2D-Densely Connected CNN [22] - 92.3 

LiTS 

U-Net 93.08 93.15 

U-Net++ 93.48 94.03 

ResU-Net [23] - 94.1 

UXNet 93.11 93.86 

MIMO-FAN (DPS) [24] - 95.1 

SE-UXNet 93.78 95.33 

In addition, we evaluated the performance of SE-UXNet on the lung nodule dataset. Unlike medical images 

of organs such as the liver or prostate, the number of background pixels in a lung nodule image is much larger 

than the number of pixels in the target image, which makes segmenting a lung nodule more difficult than 

segmentation tasks such as the liver. Experiments have shown that our model can also perform well in lung 

nodule segmentation tasks, as shown in Table 2. 

Table 2: Evaluation of SE-UXNet on the lung nodule dataset 

Dataset Model mIoU DSC 

pulmonary nodule 

U-Net 66.2 71.23 

U-Net++ 69.77 71.35 

UXNet 70.43 71.58 

SE-UXNet 72.45 73.44 

As shown in Table 3, SE-UXNet was compared to the bridging U-Net with SE modules (SE-UUNet) and 

bridging U-Net++ with SE modules (SE-XXNet). We can see that our proposed network performs better than 

the bridging U-Net and the bridging U-Net++ which has more parameters. Therefore, we choose SE-UXNet 

as our experimental model. 

Table 3: The comparison of SE-UXNet, SE-UUNet and SE-XXNet 

Dataset Model mIoU DSC Paras 

CVC-ClinicDB  

SE-UUNet 83.82 86.11 1.13M 

SE-XXNet 86.94 87.75 1.30M 

SE-UXNet 89.17 90.49 1.21M 
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5. Conclusion 

In this paper, we propose the innovation structure SE-UXNet, which is a deep learning framework using 

the attention module. This framework is suitable for image segmentation tasks of small image data sets such 

as medical image data sets. We propose a new bridging model and discuss the role of the SE module in skip 

connections. Data Science Bowl 2018, MICCAI PROMISE12, Liver Tumor Segmentation Challenge, CVC-

ClinicDB data sets and lung nodule data set were used to evaluate our network model. The results show that 

our network model is better than U-Net and U-Net++.At the same time, it has certain competitiveness with 

other advanced models. Future works will aim at further segmenting tumors or nodules on segmented organs 

and segmenting slices containing multiple instances by adjusting structure of SE block for multiple field of 

view. 
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