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Abstract. As the main component, proteins play an important role in the cell activities of organisms. Most 
organisms carry out the cell activities by protein-protein interactions (PPI), so deep researches about PPI is of 
great significance. Some machine learning methods have been applied to predict PPI by extracting features 
from massive protein data and then training the models to implement classification. However, these methods 
can only be used to deal with balanced datasets and their effects can be improved further. We proposed a 
deep learning method based on Bi-LSTM model to predict PPI. For protein sequences, our method 
automatically encoded the amino acids and represented the protein sequences, and then extracted the 
sequence features and implemented classification. Experimental results showed that our method can achieve 
higher accuracy than advanced methods, and can solve the problem of unbalanced datasets. 
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1. Introduction  
Since the generation of high-throughput technology, scientists can obtain huge amounts of biological 

data for statistics and analysis [1]. Calculation methods can overcome the defects of traditional biological 
experimental methods [2] such as high costs and time consumption. In recent years, some scholars have 
proposed many innovative methods for protein structure, protein-protein interactions (PPI) [3] and protein-
protein interaction sites (PPIS) prediction [4]. These methods combined biological theoretical knowledge and 
mathematical models to train models [5] and achieve predication, and this promoted the development of 
protein research. 

Bock et al. proposed an algorithm to predict PPI based on protein sequences [6]. They extracted the 
semantic features from protein sequences, combining the physical features of amino acids in proteins such as 
charge properties, water solubility, and then adopted the support vector machine (SVM) to implement 
classification. You et al. used multi-scale continuous and discontinuous local feature descriptors to encode 
amino acid sequences [7]. They assumed that consecutive amino acid fragments with different fragment 
lengths and used them to predict PPI. To select the best features, they used the minimum redundancy and 
maximum correlation criterion. This criterion can reduce the dimensions and computational complexity. 
Finally, they used the SVM classifier to predict PPI. Du et al. used the amphiphilic pseudo amino acid 
composition (APAAC) to extract features from the protein sequences, and then inputted the features of two 
proteins into two independent deep neural networks (DNN) to predict PPI [8]. Li et al proposed an algorithm 
to predict PPI based on the properties of the PPI network. They constructed a PPI network and used the 
improved network partition algorithm to split the network into sub networks, and then adopted the scoring 
function to predict PPI [9]. Li et al also proposed using the artificial neural network (ANN) paradigm to 
classify the protein structures. They divided a 3D protein structure into serval parts and then extracted 
statistical features from these parts to implement classification [10]. Ivanoska et al proposed a semantic 
clustering method to predict protein functions based on semantic similarity metrics and the whole network 
topology. They applied k-medoids clustering combined with several semantic similarity metrics as weights 
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in the distance-clustering matrix [11]. Although these algorithms have made some progress in PPI 
predication, they only solved some certain problems and still had their own defects [12]. 

Currently, deep learning methods with powerful feature extraction capabilities have been applied to 
many fields such as computer vision [13] and natural language processing (NLP) [14]. They can extract 
depth features and latent features of some objects with deep neural networks and implement great effects[15]. 
Our method based on deep learning, we took full advantages of Bi-LSTM model [16] that considered the 
impacts of bidirectional time series of sequences and used it to extract the features of protein sequences and 
implement PPI. Compared with other advanced methods, our method can achieve greater effects [17]. 

2. Method 
Based on protein sequences, we firstly automatically encode the amino acids and represent them as 

vectors, and train the model and update the vectors in the embedding layer. Then we extract the features of 
two proteins and combine them into a vector in the final layer, and finally we achieve predication by 
classification. 

2.1. Protein Sequences Representation 
We define a protein sequence as 𝑃𝑃 = {𝑎𝑎1,𝑎𝑎2, … 𝑎𝑎𝑛𝑛} , where n represents the length of the protein 

sequence, and 𝑎𝑎𝑖𝑖 ∈ 𝑃𝑃 represents the amino acid i of the protein. We define that there are m kinds of amino 
acids in the protein, so 𝑎𝑎𝑖𝑖 has m kinds of different representations. Sequence representation is the basis for 
protein data analysis and PPI prediction. In traditional PPI prediction methods, the protein sequence is 
represented by a matrix, such as the position specificity scoring matrix (PSSM). It uses the statistical 
probability method to analyse the massive protein sequences. For each amino acid of a protein sequence, it 
calculates the mutation probability of other amino acids. Therefore, each amino acid can be represented as 
a 1 ∗ (𝑚𝑚− 1) vector, and the protein sequence is represented as a matrix 𝑛𝑛 ∗ (𝑚𝑚− 1). However, this 
method is complicated to calculate, and cannot represent the relation between amino acids. We refer to the 
embedding representation of words in NLP [18]. It divides the sequence into individual words, and uniquely 
encodes each word. The protein sequence is inputted into the neural network and each word which represents 
the amino acid in the embedding layer is initialized with a random vector. We train the model and optimize 
the loss function [19], and obtain the vector representation of each amino acid. 

2.2. Bi-LSTM  
Given two protein sequences 𝑃𝑃𝑖𝑖={𝑎𝑎𝑖𝑖1,𝑎𝑎𝑖𝑖2…𝑎𝑎𝑖𝑖𝑛𝑛}, 𝑃𝑃𝑗={𝑎𝑎𝑗1,𝑎𝑎𝑗2,…𝑎𝑎𝑗𝑚}, n and m represent the length of the 

sequences, and we divide them into several words by amino acid and input them to Bi-LSTM model [20]. 
The Bi-LSTM model based on the traditional LSTM combines the forward LSTM and the backward LSTM. 
The traditional LSTM only can encode the backward sequence from the previous sequence while cannot 
encode the previous sequence from the backward sequence. However, the Bi-LSTM model can 
simultaneously capture the two-way contextual dependencies and describe the relationship between the 
amino acids of a protein. We can see the Bi-LSTM as Fig.1: 
 
 
 
 
 
 
 
 
 
 

Fig. 1: The framework of Bi-LSTM 
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We let 𝑃𝑃𝑖𝑖  as an example, we input the protein sequence {𝑎𝑎𝑖𝑖1 ,𝑎𝑎𝑖𝑖2…𝑎𝑎𝑖𝑖𝑛𝑛 } into the forward model 
sequentially  to obtain the forward latent vector �𝐻𝐿𝑖

1 ,𝐻𝐿𝑖
2  𝐻𝐿𝑖

3 , …𝐻𝐿𝑖
𝑛𝑛 � , and then input the sequence 

{𝑎𝑎𝑛𝑛 … 𝑎𝑎3,𝑎𝑎2,𝑎𝑎1} into the backward model, and get the backward latent vector �𝐻𝑅𝑖
1 ,𝐻𝑅𝑖

2  𝐻𝑅𝑖
3 , …𝐻𝑅𝑖

𝑛𝑛 �. Then, 
we combine the latent vectors obtained by the forward model and the backward model and obtain the feature 
vector {𝐻𝑖𝑖1,𝐻𝑖𝑖2,𝐻𝑖𝑖3, …𝐻𝑖𝑖𝑛𝑛} . The calculation of the latent vectors is implemented by the hidden layer 
function H. The equations of H are as following: 

𝑖𝑡 = 𝜎(𝑊𝑥𝑖𝑖𝑥𝑡 +𝑊ℎ𝑖𝑖ℎ𝑡−1 + 𝑊𝑐𝑖𝑖𝑐𝑡−1 + 𝑏𝑖𝑖)                                              (1) 

   𝑓𝑡 = 𝜎(𝑊𝑥𝑓𝑥𝑡 + 𝑊ℎ𝑓ℎ𝑡−1 + 𝑊𝑐𝑓𝑐𝑡−1 + 𝑏𝑓)                                          (2) 

𝑐𝑡 = 𝑓𝑡𝑐𝑡−1 + 𝑖𝑡𝑡𝑎𝑎𝑛𝑛ℎ(𝑊𝑥𝑐𝑥𝑡 + 𝑊ℎ𝑐ℎ𝑡−1 + 𝑏𝑐)                                          (3) 

𝑜𝑡 = 𝜎(𝑊𝑥𝑜𝑥𝑡 + 𝑊ℎ𝑜ℎ𝑡−1 + 𝑊𝑐𝑜𝑐𝑡 + 𝑏𝑜)                                               (4) 

ℎ𝑡 = 𝑂𝑡𝑡𝑎𝑎𝑛𝑛ℎ(𝑐𝑡)                                                                    (5) 

Where 𝜎 represents the activation function, and 𝑥𝑡 represents the inputted word. The i, f, o represent the 
input gate, forget gate, and output gate respectively, and c is the input activation function of memory cell. 
𝑊ℎ𝑡 and 𝑊𝑥𝑜 represent the input gate matrix and the out gate matrix of the hidden layer respectively. They 
are both diagonal matrix. 𝑏𝑖𝑖 is the bias. 

In the final layer of the Bi-LSTM network, we use the softmax function to implement classification and 
calculate the probability of a category. The equation is as following: 

𝑝(𝐶𝑘|𝑥) = 𝑦𝑘 = 𝑒𝑘

∑ 𝑒𝑑𝐾
𝑑=1

                                                                     (6) 

Where, 𝑝(𝐶𝑘|𝑥) represents the probability that the predicted category is d when input the x, and K is the 
number of categories. 𝐶𝑘 represents the category. We minimize the loss function through training the model, 
the equation is as： 

Loss = −∑ lnp(𝑧|𝑥𝑖)𝑛
𝑖=1

𝑛𝑛
= −∑ ∑ 𝑧𝑘𝑙𝑛𝑛𝑦𝑘𝐾

𝑑=1
𝑛
𝑖=1

𝑛𝑛
                                                     (7) 

Where, 𝑥𝑖𝑖 is a vector that represents an amino acid in the protein sequence. 𝑧𝑘 and 𝑦𝑘represent the true 
category and predicted category respectively. 

3. Experiment 
In this section, we executed experiments and used three evaluation metrics to test the performance of our 

method, compared with several baseline methods.   

3.1. Dataset 
We used the public protein dataset to perform our experiments [21]. The dataset was from human protein 

references database (HPRD, 2007 version). It provided the positive samples that two protein sequences can 
interact. For the negative samples, we obtained them by pairing proteins at different subcellular locations and 
referenced to the Swiss-Prot database version 57.3. 

3.2. Evaluation Metrics 
We used the precision, recall and F1 to evaluate the performance of our method [22], compared with 

other methods. The equations are as following: 

                         precision = 𝑇𝑃
𝑇𝑃+𝐹𝑃

                                                                         (8) 

                                                                                   recall = 𝑇𝑃
𝑇𝑃+𝐹𝑁

                                                                                    (9) 

 F1 = 2∗𝑝𝑟𝑒𝑐𝑖𝑖𝑠𝑖𝑖𝑜𝑛𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑖𝑠𝑖𝑖𝑜𝑛𝑛+𝑟𝑒𝑐𝑎𝑙𝑙

                                                                    (10) 

Where, TP, FP and FN represent the true positive, false positive and false negative respectively. 
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3.3. Baseline Methods 
We listed the baseline methods as following: 
CNN: Convolutional neural network (CNN) has several layers and a great number of parameters, and it 

can extract the features of sequences by convolution and pooling operation [23]. We designed three 
convolutional layers in CNN and filter size was 3 ∗ 3. We used the Embedding method to represent the 
protein sequences, and then inputted them into the CNN to extract features and implement classification. 

SVM: SVM algorithm extracts the features of sequences and uses a hyperplane to divide two different 
boundaries to implement classification [5]. 

Random forest: Random forest is an ensemble learning algorithm. It consists of multiple decision trees 
and obtains the final result through a voting mechanism from all decision trees [12]. 

3.4. Experimental Setting 
We performed experiments using python and tensorflow 2.0. There were 32 units in the Bi-LSTM model, 

and the size of batch was set to be 32. For the embedding of amino acids, we set the dimensions to be 128. 
The number of epochs was 15. 

3.5. Result Analysis 
We selected 20000 samples randomly and set the same number of positive samples and negative samples 

to test the performance of our model. 

Table.1: The evaluation metrics of all method 
Method Precision Recall F1 

Bi-LSTM 0.9782 0.9511 0.9644 

CNN 0.9424 0.9032 0.9135 

SVM 0.6726 0.6965 0.6843 

RF 0.9475 0.8452 0.8934 

From Tab.1, we can see that the evaluation metrics of all methods in our dataset. Compared with other 
baseline methods, our model considered the bidirectional time series of protein sequences and obtained more 
protein information. The precision, recall, and F1 of our method were higher than those of other methods. 
These results showed that our method performed better than the baselines methods. When deal with protein 
datasets and other biological datasets, we often have to address the problem of unbalanced distribution. 
Therefore, we changed the positive samples ratio in our dataset to evaluate our method performance in 
unbalanced datasets. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: The F1 in the dataset with different positive samples ratio 
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As shown in the Fig.2, in the case of unbalanced distribution of positive and negative samples, the 
effects of our model were always better than other baseline methods. Therefore, our method can address the 
problem of unbalanced protein datasets and provide an available reference for other biological datasets such 
as drug datasets. 

4. Conclusion 
In this paper, we proposed an effective method for PPI predication. Our method based on protein 

sequences, adopted the embedding method to represent the amino acids of proteins. We considered the time 
series of protein sequences and used the Bi-LSTM model to extract features and implement classification to 
predict PPI. Compared with advanced machine learning methods, our method can perform better. Besides, 
when the datasets were unbalanced distribution, our method can also remain high accuracy than other 
methods, so our method can help address the problem of unbalanced datasets in other fields. 
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