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Abstract. Clustering is the task of organizing data instances into groups based on the similarity  between 

them. It p lays an essential role in knowledge discovery and data min ing, ranging from preprocessing step to 

the final goal o f the task. Evolutionary algorithms (EAs) based clustering methods have developed with the 

intention of enhancing the effectiveness and accurateness of clustering. The huge amount of data emerging 

by the progress of technology have become data clustering as a challenging task and as an attractive attention 

for the use of EAs based approaches. Differential Evolut ion (DE), an instance of EAs, has been explo ited to 

discover the best solution for clustering problems. It  has become a successful solution to produce more 

compact clusters than other traditional clustering techniques. This paper presents a parallel differential 

evolution algorithm on Spark framework to facilitate huge amount of data clustering. Experimentations were 

conducted on some frequently used UCI machine learn ing datasets. The results have presented that the 

proposed approach is effective and comparable to existing algorithms. 
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1. Introduction 
Data clustering is a task to partition unlabelled dataset into different clusters according to the distances 

and similarities amongst data objects. There have been many applications for clustering such as data mining, 

image processing, market segmentation, information retrieval and bioinformatics.  Over the years, 

researchers have developed a lot of algorithms for clustering [1]. Some well-known limitations of traditional 

clustering algorithms are sensitivity of initial condition, trapping to local optimum and the requisite of high 

computation effort for large problems. From a combinatorial optimization viewpoint, clustering problems 

can be precisely considered as a certain kind of NP-hard problem [2]. Evolutionary Algorithms (EAs) are 

able to offer near-optimal solutions for NP-hard problems in a satisfactory time. A large number of EAs 

based clustering algorithms have been developed in recent works [3]. Differential evolution (DE), one of the 

variants of EAs, has been shown as an effective alternative way to solve clustering problem for small to 

moderate size of data sets. DE has been widely used to either accomplish clustering independently or 

integrate with the clustering approaches. Although the DE approach is popular due to its good exploration 

and exploitation abilities in a search space, a lot of time is required to process the strategies of DE such as 

mutation, recombination and selection. Thus, the standard DE is not efficient for addressing large scale data 

sets. Apache Spark is a powerful in-memory cluster computing framework for processing and analysing 

enormous amount of data [4]. It can provide very high efficiency for the applications that utilize iterative 

data processing procedures, and hence, is applicable to large-scale data analysis problems.  The aim of this 

paper is to propose a parallel differential evolution algorithm based on the Spark framework for large-scale 

clustering problems. The remained portions of the paper are organized as follows: related works are 

described in section 2, background theory is presented in section 3, the proposed approach and experimental 

result are shown in section 3 and 4, and finally this paper is concluded in section 6. 
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2. Related Works 
Due to the unsupervised nature, clustering analysis is supposed to one of the most difficult and 

challenging tasks in data analysis. The idea of applying Evolutionary algorithms (EAs) for clustering 

problem seems to be an ordinary choice due to their capability of avoiding local minima trap. A large 

number of algorithms based on EAs have been recently proposed for clustering tasks. In [3], Hruschka et al. 

presented a broad exploration of various clustering methodologies based on EA approaches. The significant 

difference of these approaches is the representation of partitions encoded by individuals in population.  

Paterlini et al. compared to the performance of three kinds of EA, including Genetic Algorithms (GAs), 

Particle Swarm Optimization (PSO) and Differential Evolution (DE) on partitional clustering and concluded 

that DE outperforms the other two approaches [5]. Omran et al. [6] developed a clustering approach based on 

DE for the problems of image classification and segmentation, and stated that DE based clustering is 

comparable to other algorithms. Hybrid approaches combined DE with k-means also presented in a number 

of research works. In [7], Kwedlo et al. described a clustering method in which K-means algorithm is 

integrated into the procedure of DE and presented that the hybrid approach produced better cluster results 

than each of these two mechanisms applying independently. However, the authors also stated that the use of 

DE with K-means algorithm in huge amount of data clustering is restricted by unreasonable running time 

required to reach proper solutions. In [8], Tian et al. described a clustering approach based on DE and K-

harmonic means (KHM) algorithm. Their approach applied KHM to all individuals in the population after 

the DE operations in order to take the merits and to escape the shortcomings of these two algorithms. Daoudi 

et al. exploited DE algorithm for gene expression data clustering based on MapReduce processing 

framework [9].  They proposed a parallel DE algorithm and stated that their proposed algorithm is 

comparable to classical K-means and MapReduce based PSO. Santhi et al. [10] applied Bat and Firefly 

algorithms to calculate the initial centroids for K-means and evaluated the performance of K-means with 

optimization algorithms on Spark framework. 

3. Background Theory 

3.1. Clustering 
The purpose of clustering is to maximize the similarity or intra-connectivity between data instances in 

the same group and minimize the dissimilarity or inter-connectivity between distinct groups. Clustering can 

be divided into soft clustering and hard clustering. In soft clustering, an instance may belong to all the groups 

according to a probability or likelihood of belonging to the group. In hard clustering, the groups are mutually 

disjoint and non-overlapping in nature. Any data instance may belong to one and only one group.  The hard 

partitioning clustering algorithms only will be considered in this paper.  

Given a dataset D = {x1, x2, …, xn}, where xi is an n-dimensional feature vector, its partition can be 

defined as a set Ƈ = {C1, C2, ..., Ck} of k disjoint cluster Ci such that C1∪C2∪...∪Ck = D, Ci ≠ ∅ and i≠j 

Ci∩Cj = ∅.  And hence, a clustering problem can be stated as the problem of examining a partition which 
minimizes (or maximizes) a certain clustering validity criteria. SSE, sum of squared error (or total intra-
cluster distance), one of the most frequently used validity criterion functions, can be defined as follow: 

                                                                                   (1)  

where ||.|| denotes the Euclidean distance and mi denote the centroid of the corresponding cluster C i. 

3.2. Differential Evolution 
Differential evolution (DE), developed by Storn and Price in 1995 [11], is a stochastic, population-based 

search strategy and has become one of the most frequently used and the most powerful evolutionary 

algorithms (EAs) for solving the continuous global optimization problems. DE employs similar basic 

operations of a standard EA such as mutation, crossover and selection. Firstly, the initial population is 

generated by sampling with uniform distribution. Then, a temporary population is created by using 

reproduction operator such as mutation and crossover. The fitness of all chromosomes (individuals) in this 

temporary population is calculated, and finally selection is performed to generate the new population. These 

consecutive phases are accomplished iteratively until certain stopping criterion is met. 
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3.2.1 Mutation 
A trial vector for each chromosome is generated by mutating a target vector with a weight differential 

and used in the crossover operation to produce offspring. For each individual xi(t), a target vector, xa (t), and 

two individuals, xb and xc, are randomly selected from the population such that i ≠ a ≠ b ≠ c and then the 

trial vector, ui(t) is produced as follows: 

                                                                          ui(t)=xa(t)+β(xb(t) - xc(t))           (2) 

where the scale factor, β  (0, ∞), controls the amplication of the differential. 

3.2.2 Crossover 
A offspring vector, yi(t) is generated by recombining the trial vector, ui(t), and the parent vector, xi(t), as 

follows: 

                                                                                  
where xij(t) refers to the j

th
 element of the vector xi(t), rand(j)  U(0,1), and CR  (0,1) is the crossover 

rate. 

3.2.3 Selection 
The selection operation is applied to determine which individuals will participate in the mutation 

operation to generate trail vectors and to decide which of parent and offspring will remain in the next 

generation. To construct the new population for the next generation, the selection is performed based on the 

fitness of parent and offspring. The one with better fitness will remain in the new population.   

3.3. Apache spark 
Spark, in-memory distributed data processing engine intended for large-scale data analysis [4], is easy to 

use, general-purpose, fast, fault tolerant and scalable. The primary goal of designing Spark is to support a 

wider range of applications that use iterative algorithms, interactive data analysis and stream processing. The 

main concept of Spark is the distributed memory abstraction called Resilient Distributed Datasets (RDDs). 

An RDD is an irreversible subdivided collection of data objects distributed over the nodes of a Spark cluster. 

RDDs can be created from data on a storage space or other existing RDDs through transformation and action 

operations. Transformations are used to create new RDDs from existing dataset and actions yield the final 

result of a computation on RDDs. Apache Spark takes the master/slave architecture, and a spark cluster 

consists of driver program, cluster manager and worker nodes. The overview of the master/slave architecture 

on Spark is described in Fig. 1. 

 

Fig. 1: The overview of the master/slave architecture 

on Spark [4] 

 

 
Fig. 2: Example of centroid-based representation

3.4. Parallel differential evolution for clustering (PDEC) 
With the purpose of solving hard partitioning clustering problem based on the differential evolution 

algorithm, each cluster solution is encoded as a chromosome of the population by using a real-valued vector. 

In centroid based representation, individuals are characterized by the coordinates of centroids. The size of an 

individual in the population is the multiplication of cluster number and total number of features. If the i
th
 

individual ui encodes k cluster centroids in a d-dimensional space R
d
, the first d points represent the first 

cluster solution; the following d points represent the second cluster solution and so forth. Fig. 2 shows an 

illustration of centroid based representation that encodes the cluster solution of 3 cluster centroids with 2 
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features. In order to evaluate the fitness of individuals, various cluster validity index can be used. The sum of 

squared error, SSE given in the equation (1) is used in this work. 

The proposed PDEC algorithm is based on the master/salve architecture of Spark and exploits the power 

of RDD abstraction. To implement DE for clustering based on Spark, the dataset to be clustered is loaded 

into RDDs. The initial population is created by sampling data instances randomly from RDDs. As the first 

parallel stage, the fitness of all chromosomes in the initial population are evaluated in worker nodes and then, 

sent back the fitness results to the driver. In order to perform DE operations in parallel, the driver choose 

target vector and other two individuals for each member of the current population and then, distribute all 

members with selected vectors to the workers that accomplish reproduction and selection operation to 

generate new population. After all workers completed the process, the driver collects the populations from 

them to create a new population for the next generation. The process will be performed until the maximum 

iteration is reached and finally the best chromosome will be the cluster solution for the given dataset. The 

pseudocode of the proposed algorithm is presented in Fig. 3. 

 
Fig. 3: Pseudocode of PDEC. 

4. Experimental Result 
To evaluate the effectiveness of the proposed approach, the experimental test was conducted on the 

commonly used UCI machine learning datasets that are shown in Table 1. For the testing of PDEC, the best 

chromosome from the current population is selected as the target vector for mutation operation, the scaling 

factor is set to 0.24, the crossover rate is 0.4, the number of population is 100 and the number of maximum 

iteration is 200. In Table 2, the total intra-cluster distance of the proposed approach is compared to the 

results of DE/best/1 and four well-known population-based algorithms in [12]; the last column is obtained 

from this experiment. According to Table 2, the proposed approach obtained better results than other 

methods on iris, glass, and breast cancer dataset, while PSOAG is the best one for wine dataset. In Table 3, 

the result of PDEC is compared to the results of other clustering algorithms based on Spark [13]. From Table 

3, PDEC is comparable to other approaches. 

Table 1. Four commonly used datasets 
Dataset No. of attributes No. of instances No. of Class 

Iris 4 150 3 

Wine 13 178 3 

Glass 9 214 6 

Breast Cancer 9 699 2 

 
Table 2. Total intra-cluster distance 

Dataset DE/best/1 ACO ABC PSO PSOAG PDEC 
Iris 96.70 100.67 101.00 104.45 96.97 95.34 

Wine 16302.01 16300.71 16506.75 16303.16 16296.30 16297.25 

Glass 266.53 226.41 297.10 324.30 244.99 218.03 
Breast 
Cancer 

2974.10 3376.20 3102.63 4024.79 2984.24 2964.63 
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Table 3. Comparison between PDEC and other clustering algorithms on Spark 
Dataset K-means GA-Kmeans PSO  PDEC 

Iris 102.15 97.08 101.46 95.34 
Wine 16930.21 16440.13 16315.54 16297.25 

5. Conclusion 
Clustering is an essential tool for data analysis. Differential Evolution (DE) can be exploited as an 

alternative solution for clustering problems since it is able to find more compact clusters than other 

traditional clustering algorithm. Apache Spark is a powerful data processing framework for large-scale 

analysis that uses iterative algorithms. This paper proposed a parallel DE algorithm based on Spark 

framework to solve the massive data clustering problem. The experimental results showed that the proposed 

approach is effective and comparable to other existing clustering approaches on Spark. As future work, an 

initialization method will be adapted to generate high-quality chromosomes for initial population, and the 

impact of different DE variants and parameter settings on clustering results will be analysed. As well as, the 

speed of convergence and the robustness will be considered for the performance of the proposed approach. 
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