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Abstract. In recent years, the increasing popularity of social media such as WeChat and Weibo has 

facilitated the communication among people. However, due to the characteristics like large scale, fast 

propagation, low quality and diverse modalities of social short texts, the short text clustering faces the 

challenge of sparse features, high dimension and noise interference. The traditional clustering method based 

on vector space model is not good for short text data processing. With the improvement of K-means 

algorithm, this paper proposes a short-text clustering algorithm named BK-means which alleviates the effect 

of data sparseness. Firstly, we preprocess the wordset by means of word segmentation, stop-of-word and 

other operations, then extract the biterm using the BTM to model the document, and get the document-topic, 

the topic-word distribution matrix. Finally, we use the proposed BK-means algorithm to cluster short texts of 

documents represented by vectors. Experiments on the short text data of Sina Weibo have proved that the 

short text clustering algorithm based on BK-means is superior to the traditional one, and both the F-measure 

and the purity are improved. 
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1. Introduction

Into the Web 2.0 era, Microblog and other social networking media which are rising provide people with

the convenience of communication. Weibo is a social platform that can share various kinds of information 

and get popular topics. Its notable feature is the word limit. When users publish a microblog, they can only 

publish and share their views of 140 characters. With the short forging of microblogs, a large number of 

short texts are flooding the internet. Compared to the traditional text, Weibo short text lacks of context 

information. These short texts are short for content, large in data size and contain a large amount of hidden 

information. Clustering microblog short texts are of great research value of mining user interests [1], hot 

topic discovery[2] and personalized recommendation system[3].Aiming at the problems such as high 

complexity, sparsity of feature words and much noise data, the paper analyzes the clustering effect of the 

existing short text clustering algorithms. Based on this, a new method based on BK-means Short Text 

Clustering Algorithm. 

This paper is organized as follows. Section 2 shows related work. Section 3 introduces the design and 

implementation of short text clustering. Section 4 contains the experiments finally Section 5 summarizes the 

full text and looks forward to the future work. 

2. Related Work

At present, the research on short text clustering is mostly based on the traditional Vector Space Model

(VSM) [4]. The vector space model is the most commonly used model of document representation, which 

has achieved good results when dealing with the traditional long text problem [5]. Using VSM to vectorize 

Weibo text effectively improves the ability of processing and analyzing Weibo text, but because VSM is 
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based on the independent premise of the words with the text, it ignores the semantics of the words in the 

Weibo text information. Because of the special stylistic features such as short, uniqueness and arbitrariness 

of the Weibo texts, the constructed vector space of the document has high dimension and sparse data, which 

can’t achieve the desired result [6-7]. Peng Min et al.[8] proposed frequent itemisers spectral clustering 

algorithm with adaptive clustering number adaptively, realized dimension reduction in frequent itemised 

filtering based on similarity, and realized mass short text clustering quickly and effectively. For feature 

extraction and representation of short texts, traditional vector space models often lose semantic information 

and may result in sparse feature dimensions. Latent Semantic Analysis (LSA), Probablistic Latent Semantic 

Analysis (PLSA) and Latent Dirichlet Allocation (LDA) are all common topic models [9-10]. These models 

are often applied to traditional texts, did not take into account the special nature of the short text microblog 

can’t be well applied to short text, thus affecting the quality of microblog short text clustering. For the topic 

model, the BTM (biterm topic model) proposed by Yan Xiaohui [11] can find more prominent and semantic 

topics from short texts. 

Based on the above analysis, this paper proposes a microblog short text clustering method named BK-

means algorithm, to a large extent alleviate the impact on data sparse.  

3. Design and Implementation 

Weibo short text data set is crawled through the open source web crawler, the original data set is very 

important. As the traditional theme model learns thematic topics through document-word co-occurrence, 

they will face the problem of feature sparseness when dealing with short texts, making the clustering effect 

greatly reduced. Based on the BK-means algorithm, this paper establishes the overall framework of 

microblog short text data clustering. This process is mainly divided into four stages, including data 

preprocessing, topic modeling, document representation, algorithm clustering, etc. In order to overcome 

short text data Set features sparse effect, to achieve the microblog short text clustering. It is illustrated in 

Figure 1. 
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Fig. 1: Microblog short text cluster based on BK-means algorithm. 

3.1. Biterm topic model 

BTM is a production model whose key idea is to use the biterm generated throughout the corpus to learn 

the topic of short texts. Any two disparate words that co-appear in the same text segment after preprocessing 

are called a biterm
 
[11]. The biterm are extracted from all the text in the corpus, and the extracted biterm are 

modeled. 

α θ  Z  
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|B|
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K    
Fig. 2: Biterm topic model. 
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In Figure 2, θ is the corpus-level topic distribution, φ is the distribution of thematic keywords, | B | is the 

number of biterm in the entire corpus, and wi is a word-to-biterm, and wj is two different words. The Biterm 

topic model uses the information on the entire microblog short text set to form the biterm of the microblog 

short texts so as to describe the microblog topic Z at the whole corpus level ,thus not only maintaining the 

relativity between words and obtain different words but also expressing the independence of different topics. 

The joint probability of a biterm is expressed as follows: 

     | |
( ) ( ) ( |z)P( |z)=

i j z i z j z
z z

P b P z P w w                                  (1) 

Then the probability of the entire BTM corpus is expressed as: 

                                                             (2) 

The parameters φ and θ of the BTM are extrapolated using the Gibbs sampling method. The Gibbs 

Sampling Method is an efficient Markov Chain-Monte Carlo MCMC sampling method that utilizes the 

conditional distribution of each variable to achieve sampling in the joint distribution [12]. The initial state of 

the Markov chain should be chosen randomly before Gibbs sampling, then the conditional probability 

of each biterm b = (wi, wj) is calculated by applying the rules of Markov chain to the whole 

The joint probability of data up to obtain the conditional probability. The formula is as follows: 

                                     (3) 

where z-b denotes the topic assignment to all biterm except b; B denotes all biterm in the corpus; nz denotes 

the number of times the biterm are assigned the topic z; nw|z denotes the number of times the word w is 

assigned the topic z; M the number of different words in the corpus. 

The subject distribution θ and the subject-word distribution φ in the corpus are obtained by combining 

Gibbs sampling results from the following formula:  

                                                                             (4) 

 

                                                                 (5) 

Φw|z is the probability of word w in topic z, θz is the probability of topic z, and | B | is the total number of 

biterm. 

3.2. Document Representation 

Biterm topic model can be more ideal document theme, keyword probability distribution. Taking 

advantage of the probability distribution of the topic of BTM training results, the feature words of Top N are 

extracted from each topic, and the short texts are transformed into feature words vectors combined with TF-

IDF (word frequency-inverse text frequency) calculation strategy, denoted as dVSM; meanwhile, after the 

training of the Biterm topic model, the subject-matter distribution matrix is used to represent the document, 

which is denoted as dBTM. Finally, the similarity values calculated by the two methods are fused 

proportionally in the document clustering process. The most classical method for weighting feature words in 

vector space models is TF-IDF.  

The weight of the characteristic words in the article is calculated as: 

( , ) ( , )i k i k
W TF IDF                                                                        (6) 
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The similarity in text clustering is measured by JS distance. JS (Jenson-Shannon) distance can measure 

the distance from the probability distribution, so it is used as a measure of BK-means similarity. Define as 

follows: 

                                                   

  (7)

 

Here, p = (p1, p2, ..., pk), q = (q1, q2, ..., qk) are the theme probability vector. 

3.3. BK-means Algorithm 

K-means is a cluster-based clustering algorithm, but the initial clustering centers and K values need to be 

manually intervened, which is easily affected by the discrete values to make the clustering effect fall into the 

local optimal solution [13]. Qiu Rongtai proposed using the Canopy algorithm to optimize the K-means 

algorithm to further optimize the initial selection of the center, but the determination of the initial threshold 

size of the Canopy algorithm is generally based on manual selection, so the effect is not stable [14].In the 

BK-means algorithm proposed in this paper, the central idea is to optimize the first stage Canopy algorithm 

preprocessing, the overlapping subset formed by each Canopy algorithm is called the cover set. In the 

process of K-means clustering, it will no longer consider the distance between each point and all centers as 

the traditional K-means algorithm, and only needs to calculate the distance between the points and the center 

of the cover to which it belongs. With the K-means algorithm the iteration, each cover center will also 

continue to change until convergence. The specific implementation process was shown in Figure 3. 

 
Fig. 3: BK-means algorithm. 

 As can be seen from Figure 3, after introducing Canopy, BK-means algorithm only compares the 

distance between the object and its own cover center in the same region at each time. By reducing the 

number of times of comparison, it greatly reduces the running time of the whole cluster and improves the 

algorithm's calculation effectiveness. Specific implementation steps are as follows: 

1) Generate a cover set. That is, for the dataset Z =(z1,z2,…,zn), the initial set of center points {p1,p2,…,pn} 

are iteratively identified by the thresholds T1, T2 specified by the Canopy algorithm to form a cover set. 

2) Divide data points. After generating the cover set, that is, for any point zi, suppose that pi={p1,p2,…,pn}  

is the set of cover centers to which it belongs and if zi is the smallest distance from the center points pj of one 

cover set to which it belongs, To pj belongs cover set, and remove it from the other cover set. 

3) K-means center. Using the cluster generated in the previous step, a new center point of each cluster is 

calculated, the center points closer to each other are merged, the clusters corresponding to the cluster are 

merged accordingly, and the merged new center is calculated to generate the final of one iteration K center to 

avoid the problem of instability of the clustering effect caused by the artificial radius. 

4) Form new clusters, create new ones, and iterate. Calculate which K-centers of the merged K-centers 

fall on the previous one, and replace the centers of these sets with the new K-centers to form a new one. This 

step and step 3 is the process of combining to create a new Canopy. From step 2, repeat the above steps until 

the algorithm converges. 

4. Experiments  

In this paper, we compared the clustering method based on BK-means algorithm and the traditional K-

means algorithm on the effect of short text clustering to compare the clustering results and deficiencies in 

clustering algorithm. 
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4.1. Dataset  

In this article, we use the open source web crawler to crawl as a short text dataset of social hot events in 

Sina Weibo. There are about 2 million short text data used to verify the performance of the clustering 

algorithm. Using the word segmentation tool ICTCLAS of Chinese Academy of Sciences, word 

segmentation, stop-of-word, de-emphasis, noise reduction and other data preprocessing operations are used 

to obtain a more accurate short text data set. 

4.2. Quantitative Evaluation 

For clustering algorithm, F-measure and Purity are used to measure the advantages and disadvantages of 

clustering algorithm.  

4.3. Experimental Results Analysis 

We test the validity of BK-means algorithm by using 2 million short text data sets from Sina Weibo. 

Repeated extraction of data to experiment, to a certain extent, eased the problem of high feature sparseness in 

short texts dimension. In order to reduce the experimental error, the data were repeated several experiments, 

Table 1 is the number of iterations when the test results of 200 times. Because each time the data selected are 

random, excluding a large difference in the average of several data points. 

Table 1: Experimental results of two algorithms 

Number 
K-means algorithm BK-means algorithm 

F1 P1 F2 P2 

1 0.3512 0.3430 0.5334 0.5021 

2 0.3677 0.3521 0.5544 0.5245 

3 0.3892 0.3734 0.5789 0.5434 

4 0.3965 0.3777 0.5609 0.5545 

5 0.3884 0.3756 0.5678 0.5578 

6 0.4001 0.3829 0.5698 0.5590 

7 0.3922 0.3873 0.5601 0.5500 

8 0.3978 0.3856 0.5790 0.5691 

9 0.4024 0.3901 0.5701 0.5655 

10 0.4019 0.3889 0.5726 0.5678 

11 0.3997 0.3898 0.5744 0.5669 

Average 0.3897 0.3769 0.5656 0.5510 

              
Fig. 4:  F-measure comparison chart.                                         Fig. 5:  Purity comparison chart. 

As can be seen from Figure 4 and Figure 5, the F-measure and Purity of the BK-means algorithm are 

higher than the traditional K-means algorithm. It shows that the algorithm in this paper optimizes the choice 

of the center, and the clustering results have higher interclass similarity and faster convergence rate. 

Experiments show that the short text clustering algorithm based on BK-means is superior to the traditional 

short text clustering algorithm, and the F-measure and the value of the purity are obviously improved. 

5. Conclusion 

The research of microblog short text clustering has important practical significance and application 

requirements. In this paper, we propose a microblog short text clustering method based on BK-means 
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algorithm, which largely alleviates the effect of data sparseness. By using the BTM to model the lexical 

learning subject in the corpus, the problem of the sparseness of the short text in the microblog is overcome. 

And by improving the TF-IDF algorithm to adapt to the requirements of microblog feature extraction. 

Experiments conducted on the Sina Weibo short text data set to demonstrate that the short text clustering 

algorithm based on BK-means is superior to the traditional K-means clustering algorithm. The research in 

this paper mainly focuses on improving the effect of microblog short text clustering. In the experiment, there 

is a problem that the BTM modeling speed is slow. Therefore, in the follow-up study, we will consider how 

to improve the efficiency of modeling to adapt to the application of massive Weibo data. The next step is to 

explore ways to improve algorithmic efficiency and algorithm parallelism. 
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