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Abstract. The train running process is a complicated process, and the traditional control algorithm is 
difficult to adapt to the changing running conditions. GPC has the characteristics of multi-step prediction, 
rolling optimization and feedback correction, and it is a kind of control algorithm which is easy to be realized. 
In this paper, based on the original GPC, stair-like control scheme is used and the predicted future changes 
are considered as feedback. In this way, the matrix inversion operation is avoided and the overshoot is 
suppressed. The effectiveness of the improved GPC algorithm is proved by the simulation. 
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1. Introduction 

As one of the most efficient passenger transport means, urban rail transit has been widely used in 
different cities. In order to realize the safe, reliable and efficient operation of the train, the ATO (Automatic 
Train Operation) has been applied in the control of urban rail trains [1]. The most important purpose of ATO 
system is to adjust traction/braking force in different operation environment. Now, ATO control algorithm 
can be divided into classical control method, adaptive control algorithm and intelligent control algorithm, etc. 
PID control algorithm is the representative of the classical control algorithm, which is stable and easy to 
realize. However, with the running condition changing, the train traction/braking force may need to be 
adjusted continually [2]. The control method based on fuzzy control can improve the performance of the 
ATO system, but it is not easy to adjust the performance of the system online [3]. 

GPC (Generalized Predictive Control) is a kind of predictive control algorithm which has received 
extensive attention in recent years. It uses the control strategy of multi-step prediction, rolling optimization 
and feedback correction [4]. In this paper, based on the original GPC, stair-like control scheme and the 
predicted future changes are considered as feedback. The traction/braking force of the train is calculated in 
real time to ensure the accuracy and comfort of the running process. 

2. Train Model 

The slope of the train track is generally small, and the radius of the curve is far greater than the length of 
the train. In order to simplify and achieve the goal of on-line control, the train can be regarded as a single 
particle in this paper. The resultant force of the train is composed of traction/braking force and resistance. 
According to Newton's law of mechanics, the train model can be established as：   
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where, t is time, v is the train speed, c is the acceleration coefficient, F is the resultant force of train, u is the 
traction/braking force, w is the resistance; 0 , 1 , 2  are the resistance coefficient. 

The train model is difficult to describe with a fixed linear model, the following difference model can be 
used to describe the model of the train.   
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where,  y k  is the train speed,  u k is the input traction/braking force, 0d  is the speed deviation 
parameter,  k  is the random noise, 1( )a k , 0( )b k  are the model parameters. 

3. GPC Algorithm and Its Improvement 

GPC uses the CRIMA (Controlled Autoregressive Integrated Moving Average) model to describe the 
controlled object. Through the prediction of the future changes of the system, online computing, rolling 
optimization and feedback correction, so that the system can achieve the minimum error of the following [5]. 
GPC has excellent performance and robustness in control, and has been widely used in industrial process 
control. 

The original GPC algorithm requires matrix inversion and large calculation, and it is not suitable for a 
real time system which needs quick response. What is worse, the original GPC may cause large amplitude 
overshoot sometimes and result in long time concussion. 

In this paper, based on the original GPC, stair-like control scheme is used and it can avoid matrix inverse 
operations. Besides, the predicted future changes are considered as feedback. In this way, the overshoot can 
be suppressed. Better application of GPC in ATO system can be achieved. 

3.1. Basic principle of GPC 

The controlled object of GPC is described by CRIMA model:  
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where,  -1A z ,  -1B z ,  -1C z  are polynomial of operator -1z , ( )u k  and ( )y k  denote the input and 
output, 1=1-z  is the difference operator,  k  is the noise sequence. 

In order to get the prediction of the forward j step of the system, according to paper [6], the Diophantine 
equation is introduced.   
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where, 1,...,j P ，P is the prediction length, jE  , jF , jG and jH are polynomials determined by the model 
parameters and the prediction length. 

By means of the deformation and solution of the Diophantine equation, the predictive output formula is 
obtained as follows:   
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which can be expressed as vector form: 
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GPC uses minimum variance optimal control. Its objective function is: 
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where, P is the prediction length, M is the control length, and ry  is the target value. 
The optimal control rate can be obtained as follows:   
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Then, the real time optimal control is   

     1 Δu k u k - u k                                                    (11) 

       TΔ Δ 1ru k p y k u k -    Y F H                                        (12) 

3.2. Stair-like control 

In the original GPC algorithm, there are a large number of matrix inverse operations, which will bring 
some security risks to the system. Therefore, based on the GPC, this paper uses the stair-like control scheme 
to convert the matrix inverse operation to the scalar inverse operation. 

The step factor is  0,1  , and the step control matrix is defined as follows: 
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We can get 
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Let / 0  J U , GQ L , then， 
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Due to the introduction of stair-like control, the input is planned in a ladder form and it makes the input 
changes in one direction over a period of time. In this way, it can greatly reduce the cost in changing and 
save energy. At the same time, the matrix inversion is converted to scalar operation and the actual calculation 
is greatly reduced. Therefore, the system has a faster response speed. 

3.3. Input increment feedback 

Generally, a first-order filter equation is set up according to the target value ry  . And the controlled 
variable can be set along the reference trajectory. But it is difficult to find the balance point between the 
tracking speed and the suppression of overshoot. If the controlled input at moment k+1 can be predicted at 
moment k, then we can use the estimated value to make compensation to the input at moment k. And the 
overshoot can be further suppressed. 

Put the input increment ( )u k at moment k into (13) and the next best predicted value  ŷ k +1| k  can 
be gained. According to original GPC, the following equation can be gained. 

     T ˆΔ Δru k +1| k p y k +1| k u k    Y F H                                       (18) 

The feedback control input can be obtained by a simple weighted average 
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By using the change trend of the optimal control value at moment k+1, the control input at moment k is 
compensated to a certain degree. And it can restrain the overshoot of the output result. 

4. Simulation Study 

Based on the train predict model and the improved control algorithm in this paper, the simulation study 
is carried out. According to the running data collected from Hangzhou Line 4, the train model is established. 
The improved GPC algorithm is applied to control the train operation process. The effectiveness of the 
improved GPC algorithm is proved by the simulation results. 
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Set the simulation parameters P=20, M=10, and the improved GPC algorithm is applied for the 
simulation. The tracking speed result is shown in Fig. 1. 
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Fig. 1: Control result under the improved GPC 

As is shown in Fig. 1, the controlled speed is very close to the target speed. The improved GPC 
algorithm can track the target speed smoothly and accurately. 

Comparing the speed tracking results of the improved GPC and the original GPC, the compared results 
are shown as follows. 
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Fig. 1: Overshoot compared results 

If there is a phenomenon of overshoot during the train running process, it may lead to over speed and 
cause emergency stop. It will affect the safety of the train system. As is shown in Fig 2, the controlled speed 
of the original GPC exceeds the target speed in a certain range. Meanwhile, the controlled speed of the 
improved GPC tracks the target speed stably and there is no overshoot. The improved GPC proposed in this 
paper has the advantage of suppressing overshoot. 

The following figure shows the control results of the two methods under the changing operation 
conditions. 
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Fig. 2: Time-varying system control results 

When the train runs in a time-varying condition, the original GPC will not work well because it requires 
matrix inversion and large calculation. Meanwhile, in the improved GPC algorithm, the stair-like control 
scheme is used and it can avoid solving the inverse of matrix. The target speed can be tracked in a timely 
manner, and the input can be obtained more accurately. 

5. Conclusion 
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The basic GPC algorithm requires matrix inversion and large calculation, and it is not suitable for a real 
time system which needs quick response. In this paper, based on the original GPC, stair-like control scheme 
is adopted. Besides, the predicted future changes are considered as feedback. In this way, the computational 
cost of the algorithm is greatly reduced and the overshoot is suppressed. The simulation results show that the 
improved GPC controller as a good tracking ability for the target speed and it can meet the needs of ATO 
better. The improved GPC proposed in this paper has the advantage of suppressing overshoot and small error. 
Moreover, it can adapt to the changing operation conditions and meet the requirements of safety and comfort. 
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