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Abstract. In this paper, a new improvement of the classical gerschgorin disk method based on Jacobi 

method is proposed. Results of the analysis and the computer simulations are showed that the improved 

method consumes less multiplications and additions. It also has the same performance of the classical 

gerschgorin disk method. In a word, this new approach not only can reduce the consumption of resource and 

time, but also has a good performance of the sources number estimation. Compared with the classical 

gerschgorin disk method, this new method base on Jacobi method iterative structure, is more easy to 

implement in FPGA and DSP. 
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1. Introduction 

The sources number estimation plays an important role in spatial spectrum estimation, which is widely 

used in communication, radar, and sonar etc. And most of the algorithms of spatial spectrum estimation need 

to know the number of sources in advance. When the estimate of sources number is not correlated with the 

actual number of sources number, it will cause error in the result of the spatial spectrum estimation. 

There are many algorithms to get the incident signals number, such as the smoothed-rank sequence 

method [1], the information theoretic criterion (AIC, MDL)[2][3], the canonical correlation technique 

(CCT)[4] and the gerschgorin disk method (GDE)[5][6], and different algorithms have different performance 

in different situations. For example, in a low signal to noise ratio (SNR) environment, the smoothed-rank 

sequence method has a poor performance [7]. The canonical correlation technique and the gerschgorin disk 

method can be applied in an environment with colored noise [8], but the information theoretic criterion 

cannot get the correct number of sources when the noise is not white [9]. Some methods of estimating the 

number of sources, including the smoothed-rank sequence method and the information theoretic criterion, 

need to obtain the eigenvalues of the covariance matrix, and then use the eigenvalues to estimate the number 

of signal sources. 

 In the classical gerschgorin disk method, we need to make the eigenvalue decomposition firstly and then 

transform the covariance matrix base on the feature space. After doing these steps, we obtain the sources 

number by the detection rule [5]. We can see that the procedure of the classical gerschgorin disk method is 

complicated. So it is difficult to be implemented in FPGA or DSP. In this paper, we propose a novel 

improved edition of the classical gerschgorin disk method base on Jacobi method. This method is much 

simpler than the classical one, and also has all advantages of the classical gerschgorin disk method. In 

addition, it is simpler to be implemented in the FPGA and DSP than the classical gerschgorin disk method. 

2. Signal Model 
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Assume N narrow band far-field sources )(nsk  from distinct directions k , Nk ~1 , impinging on a 

uniform linear array (ULA) with M )( NM   omnidirectional array elements. For simplicity, we assume that 

the array elements and the sources are in the same plane, and the element spacing 2/d , where   is the 

wavelength. Then, the 1M  output vector of the array with independent snapshots can be expressed as 

below: 
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Where   1
21 )()()()(  MT

M CnxnxnxnX   is the output vector of the array and the )(nxi  is the 

received signal of the i th sensors. 1)(  MCnV  is the additive noise. 1)(  M
k Ca   is the steering vector of 

the array which can describe the transfer function between the direction )2/,2/(  k  and the output of 

the array, it can be modeled as below: 
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In matrix form, we can define the source vector 1)(  NCnS  and the direction matrix A  as below: 
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then, the received data can be simplified as below: 

)()()( nVnASnX                                                           (5) 

3. Gerschgorin Disk Method 

The Gerschgorin disk method is a good way to estimate the number of sources, it was proposed by Wu et 

al.[5] in 1995. Here, we give the calculation steps of this algorithm as below: 

Step1 Calculate the covariance matrix R̂  according to the following formula: 






L

n

H nXnX
L

R

1

)()(
1ˆ       (6) 

Step2 Calculate the feature space Û  of )1()1(  MMCR  . 
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Step3 Use the the following formula to transform the covariance matrix R̂ . 
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Step 4 Use the following decision rule to determine the number of source. 
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Where )(LD  is an adjustable factor, which is determined by the number of snapshots L . || iir   is the 

Gerschgorin radii. By detecting the first non-positive value of )( 0kGDE , we can get the number of signal 

sources as 10  kN . 

4. Improve Gerschgorin Disk Method 
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As we can see, in the calculation steps of gerschgorin disk method, in order to obtain the sources number, 

we need to calculate the eigenvalue decomposition of matrix R , and then transform the covariance matrix R̂ . 

It is complicated, and it is difficult to be implemented in an FPGA or DSP. Here, we will give a simple 

calculation method, which is based on the jacobi method. 

The Jacobi method approximates the EVD iteratively as follows [10]. 
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where  is the eigenvalues of R , Û is the feature space of R , kP and is an orthonormal plane rotation by 

  and   in the plan.Then, substituting (10) into (7), we can get as below. 
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Furthermore: 
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Thus, we can get a new iteration equation. It is a new way to get the matrix TR̂ . 
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Here is the summary of the proposed algorithm. 

Step1 calculate the covariance matrix. 
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Step2 transform the covariance matrix.  

For 1k  to t  do 

For 1i  to 2M  do 

For 1 ij  to 1M  do 
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End for 

End for 

Then we can obtain transform result RRT
ˆˆ  . 
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Step3 determine the source number. 
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Where )(LD  is an adjustable factor, which is determined by the number of snapshots L . || iir   is the 

Gerschgorin radii. By detecting the first non-positive value of )( 0kGDE , we can get the number of signal 

sources as 10  kN . 

Here we analyze the differences between the classical gerschgorin disk method and our method. And 

then give the difference in their calculation. For comparison, we assume that we also use the jacobi method 

to calculate the feature space Û  in the classical gerschgorin disk method. 

In the classical gerschgorin disk method we use the following formula to get the TR̂ : 
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In the formula (9), It contains mttm 4)1(4   multiplications and additions, and the formula (9) contains 
23 )1()1(2  mm  multiplications and additions. So, the classical gerschgorin disk method contains 

23 )1()1(24)1(4  mmmttmNc  multiplications and additions. 

In our improved way, we get theas below. And it just contains tmtNus 44   multiplications and 

additions. 
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Table I: The Number of Multiplications And Additions  

),( tM  (4,2) (4,4) (8,2) (8,4) (12,2) (12,4) 

classical method 119 175 855 975 2967 3151 

our method 40 80 72 144 104 208 

We can see that our improved method can reduce the number of multiplications and additions. 

5. Simulation Result 

In the second section, we built a signal model. Therefore, considering a 8M sensors symmetric 

uniform linear array (ULA) with the element spacing 5.0d . There are three ( 3N ) far-field sources 

located at  101 ,   72  and  523 , and the number of snapshot is 512L . 

 

Fig. 1: Probability of detection versus SNR 
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In Fig. 1, we can see that as the signal-to-noise (SNR) increases, the correct probability of detection (Pd) 

increases. It has a good performance when the SNR is greater than 3dB, and out improved method also has 

the same performance as the classical method. 

As to the speed of calculation, we simulate by a computer with i7 6700k processor and 16g ddr4 ram. In 

the Table 2, we can see that our improved consumes less time than the classical method. 

 

Table II. The Consumption of Time 

),( tM  (4,2) (4,4) (8,2) (8,4) (12,2) (12,4) 

classical method /ms 9.005 10.144 12.165 13.347 15.468 18.509 

our method /ms 8.249 9.416 11.677 12.545 12.061 13.533 

 

6. Conclusion 

In this paper, the number of sources detection method using improved gerschgorin disk criterion is 

proposed. Because of the poor use of the classical gerschgorin disk method in FPGA and DSP, we apply 

Jacobi method to simplify calculation process. And the Simulation result show that this new method also has 

a good performance in sources number detection. 
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