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Abstract. The time of news topic event is the representation of the temporal characteristics of news, which 

plays an important role in news information retrieval and mining. According to the current news topic time 

especially low accuracy of implicit time extraction problem, starting from the characteristics of news analysis, 

news category feature and web structure mining news topic - time relation model, considering the frequency 

and position of the theme time, put forward the theme of time extraction algorithm of optimal parameters of 

the model hierarchical tree model. Randomly selected samples from the Internet for test, the results show that 

the proposed algorithm has higher accuracy than other methods. 
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1. Introduction 

The rapid development of Internet technology provides technical support for the rapid dissemination of 

information, which, as a very important media, is rich in a lot of useful information. Because of the rapid 

update of the network news and the content of the web pages, how to extract the information from the huge 

network news quickly and accurately is an important application in the research of natural language 

information processing. 

In the study of Web news statistics, more than 80% of the web pages contain spatio-temporal data[1]. 

Topic news time is a very important information, which reflects the time features of news events, if topic 

news events lack of time, It will lead the user to understand the whole process of news development. At the 

same time, the accuracy of time extraction is not only directly related to the efficiency of news extraction and 

retrieval, but also has an important impact on the information monitoring of web news[2]. 

There is a close relationship between the news topic and topic time. In order to obtain the news content 

accurately, it is very important to get the news topic time accurately. Search news topic time usually contains 

two algorithms，one is the news release time[3,4], such as Yahoo, Google and so on. Other algorithm is the 

statistical time[5-8], it is to appear as the highest frequency of web news time. However, the two methods 

can’t find the news topic time accurately, there is usually a deviation, so it is can't satisfy the demand of the 

news topic time retrieval. Therefore, it is necessary to find a new algorithm which can extract topic time 

from Web news accurately. Therefore, in this paper, accord to the characteristics of web news[9], a new web 

news topic time algorithm is proposed, which takes full account of the frequency and structural features of 

the temporal information in the news text, eliminates the influence of the noise time by the non topic time, 

and improves the accuracy of the topic time extraction. 
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2. News Feature Analysis 

News writing is special, in order to attract the readers, the result of the news would show in the title or 

the first paragraph. Thus, by analysis of the structure of news, the key of important information often appear 

in the news title and the first paragraph [9]. Strengthen the use of title, first sentence and paragraph can 

effectively extract topic news information. 

The title is the essence of news, which has the function of revealing, clarifying and evaluating news 

content. In the light of the genre of online news, Yan [10] has studied the characteristics of title in form, 

content and language. From the formal point of view, due to the layout effect, the network news headlines 

for sentence length limited. The statement of the news headlines is dominant, and a small number of titles are 

composed of verb phrases and noun phrases. In terms of content, most news headlines can be accurately 

summed up what happened, but view from the linguistic; it is very simple and maybe has some grammatical 

ambiguity. 

3. Time Resolution Algorithm 

Time is an important part of news information [11], the analysis of time information in the news is a 

branch in the field of Natural Language Processing. In the news, the time information includes explicit time 

and implicit time, and the explicit time can be founded in the time axis directly. But as the implicit time, it is 

related to the context semantics, the reference time is different, so how to accurately analyze the implicit 

time is very difficult. In order to accurately analyze implicit time, for dynamic context, the dynamic 

reference time is a kind of high precision method [12], as to static context, by setting certain rules, build a 

static reference time can obtain good results [13]. There are two main analytical methods for time resolution, 

one is a time rule matching method [14], which is constructed by the time lexicon and time information 

description pattern library to parse time [13]; the other is a machine learning method, it is the use of semantic 

roles to parse time[15]. 

How to determine the time of news topic, some people use news release time as topic time[16], the 

method is simple and direct, but the accuracy is very low. The most of the topic time contain in news context. 

In consideration of news title, the first section contains a large amount of information, the topic time 

probability is greater than others, therefore, some people applied this feature extract topic time[16], however，

different news topic time expression in thousands of ways, extract topic time accuracy is not high. In order to 

avoid the impact of news headlines and the first paragraph, a new approach time frequency features topic 

time is proposed[17], but this method only consider frequency feature, ignore the relevance of news and 

topic time, while non-topic time and topic time frequency very close, this method is invalid. To be more 

accurate get topic time, based on the relationship between topic time and news topic, the topic time mapping 

model is constructed to determine the topic time, and then using machine learning method get topic time[18], 

the effect is dependent on the effect of the extracted news topic and the mapping model. 

4. Topic Time Extraction 

4.1. Time Resolution 

Regular expression matching method [19] has many advantage, such as simple, extensible, good 

recognition (F measure can reach 90.15%[13]) and so on. So we can use this method to analyzing news time. 

In the process of news time resolution, the reference time largely determines the accuracy of time resolution, 

it is divided into global and local reference time. Explicit time usually based on global reference time and 

can be resolved accurately. With the change of context, implicit time’s reference would be changed, so it 

must choose local reference time, therefore it is very difficult to resolve. News time analysis algorithm as 

follows: 

Algorithm-1 

Input: a list of time expressions arranged in chronological order 

Output: a standardized list of time expressions 

Initial global reference time and local reference time 

117



For 𝑇𝐸𝑖 time expression 𝑇𝐸𝑖 

If  𝑇𝐸𝑖 is an explicit time expression 

Analysis of  𝑇𝐸𝑖 based on global reference time 

Modify the local reference time to  𝑇𝐸𝑖 

Elseif  𝑇𝐸𝑖 is global time 

Analysis of 𝑇𝐸𝑖 based on global reference time 

Modify the local reference time to 𝑇𝐸𝑖 

Else 

Analysis of 𝑇𝐸𝑖 based on local reference time 

End if 

End if 

4.2. Time Extraction 

Taking full account of news feature, time frequency and different times correlations, constructed of 

hierarchical tree model of time information in figure 1. The hierarchical tree model contains the root node 

and some sub-trees, time information stored in the node, and time node through the branches connected, so 

as to establish a layered structure relationship. 

 

Fig. 1: Time hierarchical tree model 

Time frequency weight 

The hierarchical tree node contains weight, it is representative important degree. The weight of node 

should takes into account the position and frequency of time. The calculation rules are as follows: 

Score(𝑇𝑖) representative 𝑇𝑖 weight, consisting of explicit weight ES(𝑇𝑖) and implicit weight  IS(𝑇𝑖). 

Score(𝑇𝑖) = 𝐸𝑆(𝑇𝑖) + 𝐼𝑆(𝑇𝑖)                                                                   (1) 

Explicit weight ES(𝑇𝑖)  include both explicit time frequency 𝑇𝐹𝐸𝑇𝐸(𝑇𝑖)  and implicit time frequency 

𝑇𝐹𝐼𝑇𝐸(𝑇𝑖). In some case, explicit time and implicit time are the same time, and not certain. So in order to 

improve weight accuracy, we set weight factor d, explicit time weight as formula (2). 

ES(𝑇𝑖) = 𝑇𝐹𝐸𝑇𝐸(𝑇𝑖) + 𝑑 ∙ 𝑇𝐹𝐼𝑇𝐸(𝑇𝑖)                                                             (2) 

Implicit time weight  IS(𝑇𝑖) is related to the sub time node in the hierarchical tree, the method as follows: 

IS(𝑇𝑖) = 𝛼 ∙ ∑ 𝑆𝑐𝑜𝑟𝑒(𝐶𝑖)𝑛
𝑖=1                                                                   (3) 

𝐶1, 𝐶2, … , 𝐶𝑛 on behalf of sub time node 𝑇𝑖, α time contribution factor. 

Structure weight 

News genre determines the title, the first paragraph contains important information[13]. Therefore, it is 

necessary to increase the weight when calculating the weight information of the structural position. 
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Weight adjustment principle is as follows, if 𝑇𝑖  in title, first sentence and second sentences, we will 

increase weight  𝑇𝑖. 

Score(𝑇𝑖) = 𝑆𝑐𝑜𝑟𝑒(𝑇𝑖) + 𝜇 ∙ 𝑆𝑈𝑀                                                          (4)  

SUM is all nodes weight in a hierarchical tree, μ is adjust factor. Algorithm for computing node weights 

of hierarchical tree as follows. 

Algorithm-2 

Input: after analysis time list 

Output: hierarchical tree time node weight list 

For each Ti time  

If  Ti is an explicit time 

Score = 1 

Else 

Score = d 

End if 

Ti. Score+= Score 

While Ti is not a year. 

         Ti= Ti father’s time 

Score = α ∙ Score 

Ti. Score+= Score 

End while 

End for 

Calculate SUM, adjust score according to position 

4.3. Topic Time Selection 

Through the above algorithm, the weights of each time node are calculated, and according node weight 

select topic time. Principle of selection as follows, first, set up node threshold, from the root node traversed 

to the child node in the hierarchical tree. If the value of the sub node obtained is greater than the threshold 

value, the time of the leaf node is topic time, else the topic time is unknown. 

Algorithm-3 

Input: time information hierarchy tree 

Output: theme time 

Initialize the theme time TR for layered root node time 

while time TR is not leaf node 

if  TR < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 

return unknown 

else 

                          TR = max (𝑇𝑅𝑖) 

end if 

end  while 

4.4. Model Parameter Optimization 

After set parameter d, α and μ, we can calculate the weight of each time node, determine the theme time. 

These parameters will bring the time node weight change, thereby affecting the accuracy of topic time. 

Therefore, we need to optimize the parameters, making the topic time accuracy maximum. The algorithm as 

follows. 
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Algorithm-4 

Input：news sample 

Output：d, α, μ, which make the topic time extraction accurately maximum 

for d = 0 : 0.1 : 1  

for α = 0 : 0.1 : 1 

                for μ = 0 : 0.1: 1 

                    for all sample news 

                          Calculate the time node weight; 

                          get topic time； 

                          if  topic time == get topic time 

                                right_times = right_times + 1; 

                          end 

                     end 

                output right_times; 

             end 

end 

end 

through max(right_times), we can get the best parameters d, α and μ. 

5. Test And  Analysis 

In order to test the hierarchical tree model method in extracted news topic time, we crawl 500 web news 

from internet. Obtain standard values by manually, and through the accuracy rate to evaluate algorithm 

performance. Compare with statistical method,  when set d = 0.8, α = 0.5, μ = 0.2, the results as table 1. 

Table 1. Test Results 

 Hierarchical tree model statistical method 

Test samples 500 500 

Right numbers 360 235 

Accuracy rate 72% 47% 

 

Fig. 2: different μ with the accuracy rate 

From Table 1, we can find that the hierarchical tree model method more advantage statistical method. In 

order to get parameter varying for the hierarchical tree model method, we set μ varying from 0 to 1, the result 

as Fig. 2.  When μ = 0.2, the result get best. 
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when set μ = 0.2, by change d and α, we can get results as table 2. From table 2 know that d = 0.7 and α 

= 0.5, the hierarchical tree model method get the best performance. 

Table 2. Different d, α, Right Numbers 

 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

0.1 343 347 354 358 364 371 370 370 375 372 

0.2 345 351 357 360 364 371 370 371 377 372 

0.3 347 352 357 360 363 371 371 374 376 372 

0.4 348 352 358 362 371 371 372 374 374 372 

0.5 350 357 362 365 373 372 378 372 374 373 

0.6 352 358 364 364 371 374 371 370 373 372 

0.7 352 358 364 365 370 371 370 370 373 372 

0.8 352 358 363 366 369 370 369 370 373 372 

0.9 352 356 359 367 369 370 369 369 373 372 

1 352 360 363 369 373 373 372 372 372 375 

6. Conclusion 

As to the problem of low accuracy rate in topic time extraction from web news, this paper presents a 

hierarchical tree model method which can extracted web news  topic time. And then, by adjust some 

parameters, it make accuracy rate maximum. In order to test the method performance, compare with 

statistical method, out approach has more accuracy rate. By analysis topic time, there is more space can be 

improved, after check up news sample, we find that most of un-extracted topic time are non- events news, 

the topic time in the unknown. When using hierarchical tree model to calculate the value of node time, the 

impact of the score, the applicability of non news event text is poor, so we will focus on the classification of 

events and non-news events in next step, to improve the accuracy of extract news topic time. 
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