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Abstract: This paper introduces the Fractional tap-length least mean square (FTLMS) algorithm with 

fractional order, Analysis the effect of the performance for the FTLMS algorithm convergence by the 

iterative parameters in this algorithm .A new variable parameter FTLMS (VP-FTLMS) is proposed to reduce 

the output error of the system with the order of the filter. The algorithm proposed in this paper is simulated 

and validated in both high noise and low noise environment, and compared with the FTLMS algorithm with 

different filter order iterative parameters. The simulation results show that the proposed VP-FTLMS 

algorithm has faster convergence rate and smaller steady-state oscillation than the FTLMS algorithm, and it 

can also obtains a small excess mean square error (EMSE). 
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1. Introduction 

The order of the filters is usually unknown at the time of the filter design. If the order of the filter we 

chose is too small, it will bring large error to the design of the filter. However, if the order we chose is too 

large, it will not only bring a large amount of computation, but also lead to algorithm error. This paper 

introduces the idea and characteristics of three classical variable-order algorithms [1]. In this paper, the 

steady-state analysis of the fractional-order variation-order algorithm is used to derive the theoretical 

expression of the steady-state order, and the basis of the algorithm selection is given. 

In order to solve the problem that the order of the filters is unknown in practical applications, we propose 

a variable order algorithm such as Segmented Filter LMS (SF-LMS), Gradient Descent LMS, （GD-LMS） 

and Fractional Tap-length LMS (FTLMS). SF-LMS algorithm and GD-LMS algorithm both assume the filter 

order is an integer, FTLMS algorithm eliminates the order of integer constraints, increases the flexibility of 

the algorithm and its computational complexity is small, so it can quickly adapt to the changes in the 

environment [2]. 

2. Fractional Order Number Change Order Number LMS Algorithm 

In most LMS algorithms, they all assuming that the order of the filter is an integer, which limit the 

flexibility of the filter design and also bring some errors. To solve this problem, the proposed algorithm 

eliminates the restrictions that the order should be integer, and the introduction of the concept of fractional 

order. We call this algorithm Fractional Tap-length LMS (FTLMS) algorithm, referred to as the FTLMS 

algorithm [3]. In this paper, we use the system identification model in the under picture as an example to 

introduce FTLMS.In this system model, the desired signal )(nd can be expressed as 

)()()( ntWnXnd Lopt

T
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(1) 

where 
LoptW is the unknown system weight coefficient， optL is the optimal filter order that need to 

determine， )(nX Lopt is the input signal matrix.
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Fig. 1: Model of system identification. 

Assuming that the steady-state filter order converges to a fixed value L, then the segment error is defined 

as the error of the front M elements of the filter of order L, which is 
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where LM 1 ， LW and )(nX L denote the steady-state filter coefficients and the input vectors 

respectively, MLW :1, and )(:1, nX ML
respectively denote the front M elements of LW and )(nX L .In the FTLMS 

algorithm, we defined the cost function of the filter order as the square of the segment error, which is 
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(3) 

The FTLMS algorithm needs to find the smallest L to make it satisfy  

)()( L

L

L

L ，where is a 

positive integer less than L， is a small positive integer that is required by the system. Then the smallest L 

that satisfied the above expression is selected as the optimum filter order [4]. 

In the FTLMS algorithm, the filter order is defined as a fractional order )(nl f ，The  iteration process of 

this fraction is： 
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where:  Is the iterative step of the order， In order to differentiate the iterative steps of the weight 

coefficients of the filter, we called   as the iterative parameter of order in this paper.  is a positive leakage 

parameter whose function is to avoid the problem that the iterative order tends to a value much larger than 

the optimal order and can not converge to the optimal order，and   ，This iterative method is similar 

with the way that LMS algorithm weight coefficient iterative, so called LMS way of order iteration [5]. 

When the cumulative number of changes in the fractional order )(nl f exceeds a certain threshold, the 

filter order is rounded as shown in the following equation： 
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  represents to select a integer that nearest to )(nl f ， Is a small integer threshold. If 1 ，The 

filter order is converged to the optimal solution that satisfied (3)  opto LL ,If 1 ,The filter order is 

converged to ),(   oo LL . 

At the same time as the filter order is updated, the filter weight coefficients are updated as follows: 
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where )(nLW and )(nLX represent the weight coefficients of the filter and the input vector respectively， is 

the filter coefficient iterative step size [6]. 

3. Variable-Order LMS Algorithm for Iterative Parameters 

In view of the FTLMS algorithm is an LMS way of filter order update algorithm, the order iterative 

process and LMS algorithm has similar characteristics. From the analysis above,  is the step size of the 

filter iterations. To differentiate the iterative steps of the LMS algorithm, we will call  iterating parameters 

of the filter order iterations. Obviously, the bigger the filter order  , the faster the convergence will be, 

however, this will lead to a larger order of steady-state oscillation; the smaller  is the smaller the steady-

state shock, but the filter order will slow down the convergence rate. And once the order of the adaptive filter 
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to less than the unknown order of the filter, will produce a large additional error [7]. Therefore, the value of 

  is a contradiction amount between the convergence rate of the filter order and steady-state shock. 

In this paper, a variable order LMS algorithm with variable iteration parameters is proposed, and the 

smaller steady-state oscillations are obtained with smaller values after the order reaches steady-state [8]. In 

addition, the steady-state use the small iterative parameters to reduce the steady-state shock, it is can possible 

avoid the additional error caused by the order decreasing to the optimal order. In the following analysis, we 

will propose variable iterative parameters of the variable order algorithm, which we referred to VP-FTLMS 

algorithm (Variable parameter fractional tap-length LMS algorithm). 

4. Analysis of VP-FTLMS Algorithm 

From the above analysis we can see, we need to find an appropriate amount to change the iterative 

parameters ，so the variable-order algorithm has faster convergence speed and smaller steady-state error[9]. 

From the iterative process of the LMS algorithm, the instantaneous error can be expressed 

as )()()( ntnne   ,it contains two components: system noise )(nt and iterative noise )(n .Assumption 

that )(n and )(nt are irrelevant, then the following relationship holds 

     )()()( 222 ntEnEneE                                                           
(7) 

where  )(2 neE for the mean square error MSE ，  )(2 nE  for extra mean square error EMSE ，
 )(2 ntE for System Noise Mean Square. In view of EMSE has the characteristics that large in the initial 

stage of the system and approaching to zero when the system in the steady state. Which is a good reflection 

of the adaptive filter iterative process, we use the EMSE to control the iterative parameters of the filter order. 

In practice the EMSE is estimated to be： 
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where )(
2

ne


is the variance estimate of the output error,
2

t is the system noise variance. 

By using the estimated characteristic of EMSE, we proposed VP-FTLMS algorithm in this paper and it is 

described as follow： 
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where g is a change factor defined according to EMSE, the molecule is the Instantaneous EMSE，the 

denominator is the sum of the initial EMSE and the instantaneous EMSE. In order to overcome the transient 

error of the shock，we make the instantaneous error of the system  smoothed in the algorithm. As when near 

the steady state, )(
2

ne


will be very close to 
2

t ，in order to prevent the estimated value is not accurate 

enough that make 0)( 2

2




tne  ， absolute operation is used. The  in formula (9) is a smoothing 

parameter of less than 1 and close to 1，used to estimate the variance of the output error；The max in 

formula (11) is a certain multiple of  . 

In the original FTLMS algorithm, the iterative step of the coefficient  is a constant. In order to speed 

up the iterative speed of the system coefficients, in the VP-FTLMS algorithm that proposed in this paper, the 

coefficient iteration step   adopts variable step size too. The iterative parameters of the coefficient iterative 

step are different from those of the order. The iterative process is simultaneous but independent. The method 

of updating the coefficient iterative step size is 

2
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where 
' is a constant,

2

x is the variance of the input signal. Then the new system coefficient update 

equation is 
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where )(nL is obtained by the VP-FTLMS algorithm proposed in this paper, the fractional order of the 

change in the accumulation of more than the threshold  obtained after the rounded. 

5. Comparison and Simulation of VP-FTLMS and FTLMS Algorithm 

The performance evaluation of the LMS algorithm depends on the convergence rate of the order, the 

steady-state oscillation and the convergence rate and steady-state value of the EMSE. In this paper, the VP-

FTLMS algorithm that proposed will be simulated in both high-noise and low-noise environments [10]. And 

compare the convergence performance with FTLMS algorithm under different order iterative parameters to 

reflect the superiority of the algorithm proposed in this paper. The simulation results of VP-FTLMS 

algorithm in low noise and high noise environment are given and compared with FTLMS algorithm. 

5.1. Low Noise, SNR=20dB 

The simulation settings in the low-noise environment are as follows: The parameter  is set to 2,
' set to 

0.5，Leakage factor set to 0.005,  set to  20.In the VP-FTLMS algorithm proposed in this paper, 

smoothing parameters 99.0 .In order to compare the impact of different values  for the FTLMS 

algorithm, we selected
u 1.0 ，

u  and 
u 10 to simulated The FTLMS algorithm, and compared 

with the algorithm proposed in this paper. In the low-noise environment, the filter order is converged as 

shown in Fig. 2, and the additional mean square error EMSE changes as shown in Fig.3. 

 
. 

 

 
Fig. 4: Evolution curves of the tap-length under high noise condition, SNR=0dB. 

5.2. High Noise, SNR=0dB 
The setting of the high noise environment is similar to that of the low noise environment. The other 

parameters are the same as those in the low noise environment. The parameter  is set to 2,
' set to 0.5，

Leakage factor set to 0.005, set to 20.In the VP-FTLMS algorithm proposed in this paper, smoothing 

parameter 99.0 . In order to compare the impact of different values  for the FTLMS algorithm，we 

selected
u 1.0 , 

u  and 
u 10 to simulated The FTLMS algorithm. And compared with the algorithm 

Fig. 2: Evolution curves of the tap-length 

under low noise condition, SNR=20dB Fig. 3: Evolution curves of the EMSE 

under low noise condition, SNR=20dB. 
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proposed in this paper. In the high-noise environment, the filter order is converged as shown in Fig. 4, and 

the additional mean square error EMSE changes as shown in Fig.5. 

 
Fig. 5: Evolution curves of the EMSE under high noise condition, SNR=0dB. 

6. Conclusion 

In this paper, a new LMS algorithm with variable degree of iteration parameters is proposed by 

analyzing the convergence performance of FTLMS algorithm [11]. The simulation results shows that the 

algorithm proposed in this paper improves the convergence performance of FTLMS algorithm in both low 

noise and high noise environment, and has faster convergence rate of order, smaller steady state oscillation 

and smaller extra mean square error, Which solves the contradiction between the convergence speed and the 

steady state oscillation in the order LMS. 
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