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Abstract. Over the last years, deep neural networks have been the optimal solution for most tasks in
several fields. Moreover, various algorithms have been implemented in industrial applications, such as face
recognition, language translation, object classification, and object detection. However, when we use deep
neural networks for practical applications on tabular data, we find the problem of non-uniform training data
and test data. The training data usually exhibit high-quality forms, while the actual prediction data are lower
quality than the training data. We propose Deeptab, a deep neural network for non-uniform tabular data based
on this problem. Specifically, we make the training data mimic the actual data situation as much as possible
and improve the robustness and flexibility of the network by coding each feature separately. We eventually
tested our approach on public datasets and our real datasets and achieved better results. We also tested the
impact of training data quality and found a better treatment for non-uniform tabular data.
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1. Introduction
Deep neural networks have achieved great success in several fields such as image[1], video[2], and

text[3]. They occupy the optimal solution for several tasks in real-world applications, such as face
recognition[5], language translation[6], object classification[7][8], and object detection[4]. However, deep
neural networks are not widely used in the largest dataset of real-world applications, tabular data[9]. So we
hope to use deep neural networks for real-world applications concerning tabular data.

When applying deep neural networks to real-world applications, we found a problem that the data used
for training are, in most cases, of high quality relative to the data used in real-world applications, meaning
that they have low or no missing data. This data feature is not fully representative of the actual situation at
the time of application. In real use, missing data can be caused by reasons such as insufficient collection or
users without data on that feature. Such missings are unpredictable and cannot be determined during training
data. We call this kind of data with high-quality training data, and low-quality test data non-uniform data.

When faced with actual prediction samples, the models trained by such "high quality" data often do not
give the best results. The models we train are not robust, so we started to think about how to use the current
high-quality data to train models that can be used in real-world scenarios. Although the absence of accurate
data is unpredictable, there are ways to simulate the raw data and bring it as close as possible to the target
data features. In turn, we can use deep neural networks to train on such data to achieve better results.

So we proposed a data simulation method that uses the data mask to simulate the missing cases
inaccurate data to improve the robustness of the network. We also change the coding of the neural network to
improve its flexibility of the network. In these ways, we improve the capability of deep neural networks. We
applied our network to public datasets and our own data and found that our network worked better after
experimentation.

2. Background

2.1. Deep Neural Networks on the Tabular Data
Deep neural networks, using their multi-layer structure powerful parameter adjustment ability, have

achieved excellent results in many fields such as text[10], image[11], video[12], and audio[13]. However,
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extensive research on tabular data is missing, partly because machine learning methods still occupy the
optimal solution for most of the table tasks[9].

However, the deep neural network has a series of unique advantages, such as deep neural networks can
perform Embedding learning, achieve more prosperous feature extraction, and flexible loss design, suitable
for some complex task scenarios[14]. In addition, the deep neural network can also design the network
according to the characteristics of tasks and data, which is more flexible and closer to the practical task.

2.2. Data Mask
Data mask are often used in natural language processing and computer vision[15][16]. People mask

process parts of the comprehensive data to improve the network's ability. The general mask methods include
random mask, block mask, and grid mask[17]. For mask data, the position of the mask is set to empty, and in
image processing, the position of the mask is set to 0. For example, in the field of image, researchers often
use the mask in the field of self-supervision, taking the unprocessed picture themselves as the target, hoping
that the network can fill the mask points in the image to improve the robustness of the network and
strengthen the coding ability of the network, namely the feature extraction ability. This mask can exploit the
features of deep neural networks to enhance their capabilities.

3. Methods
For neural networks, it is a truth that better data corresponds to better networks, but this situation

assumes that the current data is roughly the same quality as the data we will face in the future. However, we
often encounter the problem that the quality of the data used for prediction is often not as high as the quality
of the training data we have carefully collected when applying the network. The trained model with such
high-quality data will have a poor prediction rate for low-quality data when it is actually used in the future.

To cope with this phenomenon, we consider making the data fit as closely as possible to the scenarios of
future practical applications during training to enhance the robustness of the model and, at the same time, use
the existing high-quality data to ensure the correctness of the model. We propose Deeptab, a deep neural
network for non-uniform tabular data based on the above requirements. The overall structure of the network
is shown in Fig. 1

Fig. 1: The network structure of Deeptab. The data mask module completes the data simulation, the data split module
completes the data segmentation, the Normalization module and the Embedding module encode the categorical data and

the numerical data, respectively, and the Concat module splices the encoded data.

The overall structure consists of two parts. The first is the data simulation part. In the data simulation
module, the original "high-quality" data is processed into the missing "low-quality" data to complete the
simulation of the training data to the actual prediction data, and the processed data is stitched with the
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original data and used as training data. The other part is the neural network part. After the data simulation
part, the final training data set is fed into the deep neural network, which encodes and splices the different
data. The original data is transformed into vector form, and the data features are extracted from it.

3.1. Data Simulation
Data simulation, i.e., the simulation of missing data, aims to make its missing situation as close as

possible to the situation of actual data. In order to improve the missing rate of the training data, we adopt the
way of masking the data. The current mainstream mask methods are random mask, block mask and grid
mask as shown in Fig. 2.

Fig. 2: Schematic figure of random mask, block mask and grid mask.

In addition to simulating the missing rate, we also need to make the missing data as similar as possible to
the real data. The chunks and regular missingness of the real data are very low, so we use random mask for
the data. For each sample s in original dataset ��, every features �� will be applied with random mask,

��� = ��� × �(��), (1)

where � �� = 0, 1 is the probability of masking �� in accordance. The simulated data �� is spliced
with the original data �� , satisfying both the missing data in the training set as well as the high-quality data
that can guide the correctness of the network.

3.2. Network Structure
The neural network part first partitions the data according to numerical data and categorical data, and

then encodes them separately to vectorize them, where numerical data is normalized and categorical data is
encoded using Embedding. To enhance the flexibility of the network, we encode all the features f with the
data set N separately, and for the encoded features, we splice the data by concat to preserve their native
information and obtain the native vector of the sample. Then we classify them by multilayer perceptron
(MLP). The loss function is set as cross-entropy loss,

� = − �=1
� ��log (���)� , (2)

where � is the number of categories, �� is the filter for the category, and � is 1 if y is the same as �;
otherwise, y is 0. ��� is the predicted probability of the current category.

4. Experiment

4.1. Settings
For the comparison methods in the experiments, we have chosen typical methods in machine learning

such as Decision tree[18], XGBoost[19], lightGBM[20], and deep neural network method MLP[21].
The dataset is the Adults dataset and the Company Data dataset. The Company Data is a dataset of 5000

samples collected according to certain metrics based on the actual task requirements, is divided into 5
categories containing 52 features, including numerical data and category data.

4.2. Comparison of Methods
We first simulated the data with a missing probability of 20%, i.e., for each feature of each sample in the

original dataset ��, the probability of its nulling is 20%. The processed data �� is obtained in this way, and
then this data is combined with the original data to obtain the complete data set ��, which is input as training
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data into the neural network for training. We tested the model trained on the original data set �� , the model
trained only on the simulated data set �� , and the model trained on the complete data set �� . All three
models were tested, and the results shown in Table 1 were obtained.

Table 1: Performance on Adults dataset and our Company Data dataset use accuracy(%)

Methods Adults Company Data

DT[18] 68.2±0.2 57.3±0.2

XGBoost[19] 82.6±0.2 72.4±0.2

LightGBM[20] 85.7±0.2 78.8±0.2

MLP[21] 83.3±0.3 74.1±0.2

Deeptab 87.4±0.2 81.2±0.2

Table 1 shows that our method has some improvement over the current mainstream tabular data
processing methods and outperforms other methods on public data sets. Furthermore, our approach is more
than 2% better than the industry's current popular machine learning methods. This indicates that the
network's ability is improved by mask when applied to have missing test data. Our method has a certain
degree of improvement in the robustness of the network.

4.3. Effect of Missing Rate
Real-world missing rates are often unpredictable, and it is essential to consider as many scenarios as

possible when training the network. So we explored the missing rate of training data versus the missing rate
of test data. When we simulated the data, we processed multiple sets of data simulations based on the
probability � ∈ �, where the missing probability �� = {10, 20, 30, 40}.

We experimented with all the data ��� under each probability �� and recorded the accuracy of the trained
neural network by predicting it on the test set with different missing rates. We also spliced all the ��� to
obtain �� for training and tested the performance of the network as well. The parameters were set to
learning rate=0.01 and trained for 1000 epochs, and the results are shown in Table 2.

Table 2: Performance on Adults dataset for different missing rate use accuracy(%).

methods Test_10 Test_20 Test_30

�1 85.8±0.2 85.1±0.1 78.9±0.4

�2 85.9±0.2 85.5±0.2 78.3±0.4

�3 83.2±0.2 84.2±0.2 77.8±0.4

�4 82.4±0.2 81.9±0.3 77.6±0.4

Deeptab_� 88.6±0.2 88.3±0.2 86.6±0.2

We found that different missing rates, such as 10% and 20%, do not have much effect on the lower
missing rate training set. Instead, the accuracy decreases when it reaches more than 30%, possibly because
the neural network does not acquire the main features due to too much missing data during training.
However, when we stitch all the datasets together for training, the obtained models show excellent results in
the training sets with different missing rates. We use high-quality data to enhance the correctness of the
network while incorporating low-quality data to train the robustness of the network.

5. Conclusion
This study uses the mask approach to simulate the data, expecting that the network model can still

perform well in real applications when faced with low-quality data. Each feature of the data is coded
separately to enhance the flexibility of the neural network. After our experiments, this approach can improve
the robustness and flexibility of the network to a certain extent and achieves good results on both public and
our real dataset.
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