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Abstract. In tasks of target tracking, Fully-Convolutional Siamese networks for object tracking (SiamFC)
has poor tracking performance in complex scenarios such as illumination effects, scale changes, and target
deformation. To this end, a target tracking algorithm combining hierarchical features and hybrid attention is
proposed. First, the improved VGG19bn is used as the backbone network to extract more adequate target
features; Secondly, hybrid attention is embedded at the end of the template branch of the Siamese network to
make the target information more prominent; Meanwhile, add online update mechanism for target template to
improve the long-term tracking ability of the model; Finally, the filtered low-level response map and the
high-level response map are adaptively weighted and fused to improve the network’s ability to distinguish
positive and negative samples. Tested on the OTB2013 dataset, the accuracy and success rate of the proposed
algorithm are 5.3% and 5.2% ahead of the SiamFC algorithm; Tested on the OTB2015 dataset, the accuracy
and success rate of the proposed algorithm are 8.4% and 6.7% ahead of the SiamFC algorithm. The
experimental results show that the proposed algorithm has great advantages in tracking accuracy, and has
better robustness when dealing with complex scenes.

Keywords: Object tracking; Siamese network; Attention mechanism; Online update mechanism;
Hierarchical feature fusion

1. Introduction

Target tracking, as an important part of computer vision, is widely used in unmanned driving, monitoring
and military fields. However, because Target scale change, background similarity, target occlusion,
illumination and other factors will affect the tracking accuracy, it is difficult for the target tracking to truly
land in the real scene tasks. Therefore, it is of great practical significance to design a high-precision tracker.

Last few years, target tracking algorithms have made great progress, mainly focusing on correlation
filtering and deep learning. Henriques et al. proposed KCF [1] algorithm, which is a classical target tracking
algorithm based on correlation filtering. KCF algorithm uses the property that the cyclic matrix can be
diagonalized in Fourier space to convert the operation of the matrix into the product of vectors, which greatly
reduces the amount of operation of the algorithm and meets the needs of real-time tracking. However, due to
the influence of boundary effect, KCF algorithm is not suitable for tracking tasks in complex scenes. After
that, in order to deal with the boundary effect, Danelljan et al. Proposed DeepSRDCF [2] algorithm, which
uses deep neural network for feature extraction and ignores the boundary pixels of all shifted samples. In
recent years, the development of deep learning is becoming more and more mature. As a kind of deep
network, Siamese network is more and more widely used in the field of target tracking. The use of deep
learning can capture the deep semantic features of targets and improve the fitting ability of target feature
information. Bertinetto et al. proposed siamFC [3] tracking algorithm, which takes the target information of
the first frame of the video sequence as the candidate template, and the subsequent frames are cut and filled
as the search template. The two templates are cross-correlated to obtain a response map that can reflect the
target location information. He et al. proposed SA-Siam [4] tracking algorithm, which uses two Siamese
networks to extract the semantic features and appearance features of the target respectively, and combines
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the two complementary features. Dong et al. proposed SiamTri [5] tracking algorithm, replacing the loss
function used for Siamese network training with tripletloss to improve the tracking accuracy to a certain
extent. Zhang et al. proposed SiamDW [6] tracking algorithm, found three factors affecting SiamNet to
replace the backbone network, namely, the total network step size, feature filling and the size of the receptive
field of the last layer of convolution layer, and designed CIR unit to build a deeper and wider feature
extraction network. Li et al. proposed SiamRPN [7] tracking algorithm, which combines Siamese network
with regional recommendation network in target detection to better realize the balance between target
tracking accuracy and speed. Wang et al. proposed RASNet [8] tracking algorithm, introduced three different
types of attention mechanisms, separated feature learning from discriminant learning, and did not need to
update the model online. Pu et al. proposed DAT [9] tracking algorithm, which introduced attention
mechanism into the loss function to speed up model convergence. Nowadays, the deep network structure is
becoming larger and larger. Most researchers are committed to using a larger network to extract deeper
information of the target, so as to reduce the impact of interference factors such as illumination, target
occlusion and background similarity on the target tracking accuracy.

Based on SiamFC algorithm, this paper aims to design a target tracking algorithm integrating
hierarchical features and hybrid attention. The main contents include: (1) Using the improved VGG19bn [10]
network for feature extraction, eliminating the position bias caused by feature filling, and adjusting the total
step size of the network to eight to make it suitable for tracking. (2) In order to make the model have better
adaptability in online tracking and improve the discrimination ability of the model to features, the dual
attention of channel and space is introduced to highlight the important information of the tracking target. (3)
An online update mechanism is added for the target template to improve the long-term tracking ability of the
algorithm, and the strategy of selecting the first frame to remain unchanged for a long time in SiamFC
algorithm is modified. (4) The low-level features have higher resolution, contain more location and detail
information, but have lower semantics and more noise. The high-level features have stronger semantic
information, but have poor perception of details. By weighted fusion of response score maps at different
levels, higher quality response score maps can be generated, so as to obtain more accurate target location
information. (5) Through comparative experiments on OTB2015 dataset, it shows that VGG19 network with
BN layers has more advantages than VGG16 network and VGG19 network. Comparative experiments are
carried out with several current mainstream trackers on OTB2013 and OTB2015 datasets. The experimental
results show that our algorithm can achieve good tracking effect on the basis of ensuring real-time
performance. On OTB2015 dataset, compared with SiamFC tracking algorithm, the accuracy rate and
success rate of the proposed algorithm are 8.4% and 6.7% higher respectively.

2. Related work

2.1. Siamese network structure

The Siamese network has two identical network branches, which input the parameters and weights of the
data sharing network in the network. As shown in Fig. 1, a pair of data (x1, X2) are input through the same
network structure, get different outputs @(x1), @(x2), and then ¢(x1) and @(x2) cross correlation is performed
to finally obtain the similarity measure F(x1, x2) of the input data.

0]
X *  Convolutional
Network

|

0]
X2 > Convolutional
Network

Fig.1: The Siamese network structure

2.2. Fully-convolutional Siamese network
SiamFC algorithm, as a classical tracking algorithm of Siamese network structure, aims to calculate the
similarity of two branch output characteristic graphs by offline learning a similarity measurement function
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f (). The highest point in the similarity measurement is the position of the estimated target. The function
f () is as follows:

f@zx) = ¢(2) »p(x) + b D

In the tracking process, z is the first frame information of the video sequence, X is the remaining frame

information, b is the paranoia of each position in the response graph, and ¢(-) represents the characteristic
diagram obtained through the Siamese network structure.

SiamFC tracking algorithm uses logistic loss function for network learning. The loss function L(y,v) is as
follows:

[(y:x) = log(1 + exp(~yv)) )
L) = 75 Buen Ly [ul, vlul) ®3)

Where, Vv is the single response value output by SiamFC network, y is the label corresponding to the
response value, and the value range is - 1 to 1. D is the generated response graph, |D| represents the size of
the response graph. The label y is marked as follows:

y[u]:{+1ifk||u—c|| §R 4)
-1 otherwise

Where, ¢ is the center of the response graph, u is any point in the response graph, and K is the reduction
multiple of the response graph after passing through the network.
2.3. Limitations of VGG network for target tracking

Because each convolution layer in the VGG network structure contains feature filling operations, in the
target tracking algorithm, these filling operations will bring location bias to the target, resulting in a rapid
decrease in tracking success rate. Fig. 2 shows the position bias caused by the filling operation. When the
target moves from Fig. 2(a) to Fig. 2(b), the search box will contain some useless gray information.

[ er e [ i R

(a) Template Image (b)Search Image
Fig.2: Location Prejudice Caused by Filling Operation

The original VGG network has a total step size of 32. The deeper network can obtain deeper semantic
information and less spatial information about the target, but the spatial information is the most important for
the target tracking task, so the step size of the network should be compressed.
2.4. Hybrid attention

Hybrid attention consists of channel attention and spatial attention, which enhance the information of the
target from two dimensions respectively. In this paper, the hybrid attention mechanism of BAM [11]
(bottleneck attention module) is simply modified to adapt to the backbone network. BAM is another attempt
after the emergence of CBAM [12]. Both of them inherit the idea of Senet [13] (sequence and exception
networks). CBAM adopts the way of serial connection of channel attention and spatial attention, while BAM
adopts parallel connection.
2.5. The average peak correlation energy

In this paper, the average peak correlation energy (APCE) [14] is selected as the index of template
update. and the measurement method is as follows:

— |Fmax_Fmin|2
APCE = mean(zwlh(leh—Fmin)z) (5)

Where, Fmax is the maximum in the response map, Fmin is the minimum value in the response map, Fwn
represents the response value of row W and column h in the response map, and mean(*) represents the
average operation. When the target is occluded or lost, the APCE value will decrease significantly.
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2.6. Hierarchical feature

In the deep network, the emphasis of feature information extracted from each convolution layer is
different. The low layer can learn rich appearance information and location information about the target. And
there is deeper semantic information of the target in higher level. Therefore, in order to obtain more
comprehensive information about the target, this paper proposed a fusion strategy of different level features.

3. Algorithm implementation

3.1. The algorithm framework of this paper

The algorithm framework of this paper is shown in Fig.3. Firstly, the original backbone network
(AlexNet) is replaced with the VGG19bn network. Secondly, a hybrid attention module is embedded at the
end of the template branch of the backbone network. Then, an online update mechanism is added to the
target template, and finally different levels of features are merged.
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Fig. 3: The algorithm model framework in this paper

3.2. Improved VGG19bn Network

As shown in Table 1, in order to counteract the location bias caused by feature filling, we have improved
the network structure of VGG19bn by adding clipping operations after each convolution layer with a filling
operation, reducing the filling information of the feature map, and eliminating the useless information that is
propagated across the network. At the same time, in order to ensure the appropriate size of the characteristic
map field of the network output, the total step length of the network is adjusted to 8. Only the first 11
convolutional layers and the first 3 max pooling layers in the VGG19bn network structure, as well as the
corresponding BN layers and ReLu layers, are retained. However, because the number of output channels of
the 11th convolutional layer is 512, which is different from the number of output channels of the backbone
network in the original SiamFC tracking algorithm. Therefore, a convolutional layer (input channels: 512,
output channels: 256, kernel size: 1, stride: 1) is added to the end of the improved VGG19bn network. At the
same time, the two output templates are cross-correlated, and the resulting size of response map is consistent
with the SiamFC tracking algorithm, which is (17 <17 x1).
3.3. Embedded hybrid attention

Embedding hybrid attention at the end of the template branch of the backbone network.

As shown in Fig.4, in the channel attention module, firstly, the feature map passes a global average
pooling layer, and the size of feature map is compressed to (1*1). Then, learn the information in the channels
of the feature map through two fully connected layers. Finally, the number of channels of the feature map is
restored through a fully connected layer.

feature map Linear x 2

1x1x256 weight map

. g | 4 ’ w ‘ | 'exmnd}

Global avgpooling Last linear feature map

Fig. 4: Channel attention module
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As shown in Fig. 5, we design the spatial attention module, Firstly, the feature map compresses the
number of channels through a convolution layer(size:1*1), then increases the receptive field through two
dilated convolution layers(size:3*3), and finally generates the spatial position weight through a convolution
layer (1*1).

feature map i 3x3 Detailed conv |

i

I oy e 11 cony feature map
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Fig. 5: Spatial attention module
In terms of fusion, we did not choose the " X" recommended in BAM literature, but adopted “+” that
is more suitable for backbone network, The fusion method is as follows:
F'=(1+(C(F) + S(F))) ®F (6)

Where, F is the original feature map of the input attention module, C(-) represents channel attention, S(-)
represents space attention, ® represents matrix multiplication, and F' represents the feature map generated
by hybrid attention.

Table 1: Backbone network structure of this paper

Layer Kernel size  Stride Padding Output channels Template image size Search image size
Input 12712753 25552553
Conv-1 3 1 1 64 127x127>64 255>255>64
BN&RelLu True
Crop-1 64 125x125>64 253>253>64
Conv-2 3 1 1 64 125x125>64 253>253>64
BN&RelLU True
Crop-2 64 123x123>64 251>51>64
Maxpool 2 2 64 61>61>64 125x125>64
Conv-3 3 1 1 128 61>61x128 125x125x%128
BN&RelLu True
Crop-3 128 59>569x128 123x123x%128
Conv-4 3 1 1 128 59>569x128 123x123x%128
BN&RelLu True
Crop-4 128 57>57x128 121121128
Maxpool 2 2 128 28>28x128 60>60x128
Conv-5 3 1 1 256 28>28>256 60>60>256
BN&RelLu True
Crop-5 256 26>26>256 58>68>256
Conv-6 3 1 1 256 26>26>256 58>68>256
BN&RelLu True
Crop-6 256 2424256 56>66>256
Conv-7 3 1 1 256 2424256 56>66>256
BN&RelLu True
Crop-7 256 2222256 545564256
Conv-8 3 1 1 256 2222256 54554256
BN&RelLu True
Crop-8 256 20>20>256 52>52>256
Maxpool 2 2 256 10x<10>256 26>26>256
Conv-9 3 1 1 512 10x10>512 2626>512
BN&RelLu True
Crop-9 512 8>8>512 242458512
Conv-10 3 1 1 512 8>8>512 24>24>512
BN&RelLu True
Crop-10 512 6>6>512 22>22>512
Conv-11 3 1 1 512 6>6>512 22>22>512
BN&ReLu True
Crop-11 512 445512 20>20>512
Conv-12 1 1 256 445256 2020256
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3.4. Online update mechanism

During tracking, set a threshold a, The APCE value of each response map is obtained. When the APCE
value is greater than the threshold value a, perform the update operation. If the APCE value is high, it
indicates that there is no abnormality and interference in the process of target tracking. On the contrary,
when the APCE value is less than the threshold o, The update operation is not performed to prevent the
introduction of more noise information. In this tracking algorithm, a as follows:

o == ¥N | APCE; (Fmax)now "

Where, N is the number of historical frames, APCE; is the response map’s confidence score, (Fmax),ow
is the current response map’s peak.

In Fig.6, set the historical template library’s size to K. During the tracking process, constantly update the
historical template library. When the APCE of the response graph of the search template is greater than a,
bring the current search template into the historical template library. If the amount of the template in the
template library is more than K, the earliest template entering the historical template library will be discarded.
When updating the target template, the current target template and each frame of template image in the
historical template library are related respectively and the most relevant frame is chosen to be the target
template.

Experiments show that the algorithm works best when k is set to 9.
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Fig. 6: Target template update process

3.5. Hierarchical feature fusion

By analyzing each level of the backbone network, it is found that the feature map output by Crop-8
directly reflects the location information of the target, while the feature map output by Conv12, the last layer
of the network, has strong semantic information. Therefore, crop the feature map of Crop-8 through a
convolutional layer (size:1x1). And make its dimension consistent with the dimension of the feature graph
output from the last layer of the network, which are 4x 4x 256, 20> 20 256, and then cross-correlation
operation is carried out to generate the response diagram of low-level features, which is spliced with the
response map finally generated by the network, and finally through a convolutional layer (size: 1x1) to
reduce the channel of the response map. See formula (8) for fusion method.

M = amy,e + bmygg + @ (8)

Among them, my. represents the response map of low-level characteristics of the network, mias
represents the response map of high-level network, and a and b represent the fusion weight of each response
map, o represents paranoia.

Visually analyze the feature fusion, as shown in Fig.7. The image of the search template is at the first
column, the low-level feature response map and high-level feature response map are at the second column
and third column respectively, and the last column represents the fused response map. Through observation,
it can be found that the energy of the target in the low-level response map is relatively concentrated, and the
energy in the high-level response map is a little divergent, which shows that the low-level response map can
reflect the location information of the target better, the high-level response map can reflect the semantic
information of the target better, and the peak of the fused response map is more prominent, The target
semantic information is also more comprehensive.

66



- r

s o=

Fig. 7: Feature fusion visualization

4. Analysis of experimental results

4.1. Experimental environment and parameter configuration

Experimental environment for Ubuntu20.04. Deep learning framework for pytorch1.9.0. And tests the
algorithm results by using the Pysot toolbox. Hardware configuration as follow: Intel i5-10300H CPU, 16GB
memory, NVIDIA Geforce GTX1650, 4G memory.

GOT10k dataset is selected for training, which has more than 10000 videos and a size of 66G. Initialize
the parameters in network with the pre training file of VGG19bn and optimize the network with SGD for 50
epochs. The learning rate decreases exponentially from 0.001 and the size of a batch is 8.
4.2. Experimental analysis of OTB dataset

OTB datasets include three different versions: OTB50, OTB2013 and OTB2015. This paper selects
0TB2013 and OTB2015 datasets for comparative experimental analysis with multiple trackers. The tracking
algorithm is evaluated by two indicators of tracking precision and tracking success.

Tracking accuracy measures the Euclidean distance between the predicted target frame and the center of
the actual frame. The formula is as follows:

2 2
pr = J(xpre - xreal) + (}’pre - Yreal) 9)
Where, (Xpre, Ypre) represents the center of the prediction target box, and (Xrea, Yrea) represents the center
of the actual target box.
The tracking success rate measures the overlap rate between the predicted target frame and the actual
frame. The formula is as follows:

ByreNBreql
succ = 2% (10)
BpreUBreal

Where, By represents the prediction target box and Breal represents the actual target box.
1) Experimental analysis of OTB2013 dataset

As shown in Table 2, on the OTB2013 dataset, contrast with other trackers, our algorithm has achieved
good results in accuracy rate and success rate. It leads SiamFC by 5.2% in success rate and 5.3% in accuracy
rate.

Table 2: Comparative experimental results of OTB2013

Tracker Success rate Tracker Precision rate
Ours 0.664 Ours 0.868
SINT 0.632 SINT 0.851
LCT 0.628 LCT 0.848

LMCF 0.628 LMCF 0.842

DCFNet 0.624 SiamFC 0.815

SiamFC 0.612 CFNet 0.807

CFNet 0.611 DCFNet 0.798
Staple 0.600 Staple 0.793
KCF 0.502 KCF 0.723

2) Experimental analysis of OTB2015 dataset

As shown in Fig.8, on OTB2015 dataset, contrast with eight trackers: DeepSRDCF, SiamRPN, SiamDW,
SRDCF [15], CFNet [16], SiamFC, Stable [17] and HCF [18]. Our algorithm leads SiamFC by 6.7% in
success rate and 8.4% in accuracy rate, Moreover, it is also significantly higher than SiamDW algorithm and
SiamRPN algorithm, and leads SiamDW algorithm by 2.2% and SiamRPN algorithm by 2% in success rate.
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Fig. 8: Comparison test results of OTB2015

In order to make a more comprehensive comparison with these eight algorithms, we evaluated 11
difficult scenarios on OTB2015 dataset. The 11 attributes are Background Clutters (BC), Deformation (DEF),
Occlusion (OCC), Out-of-Plane Rotation (OPR), Illumination Variation (IV), Motion Blur (MB), Scale
Variation (SV), Fast Motion (FM), Out-of-View (OV), Low Resolution (LR) and In-Plane Rotation (IPR).

Table 3 and table 4 show the success rate and accuracy rate respectively. The highest score in each
scenario is marked in red. It is found that the tracking algorithm in this paper has the highest success rate in
FM, IPR, IV, OPR, OV, SV and LR. However, in IV scenario, the accuracy rate of this algorithm is not high,
ranking the second among the nine algorithms.

Table 3: Evaluation results of success rate

Tracker BC DEF FM IPR v MB OCC OPR oV SV LR
Ours 0.618 0.595 0.646 0.639 0.665 0.643 0.594 0.629 0.615 0.641 0.660
DeepSRDCF  0.627 0.566 0.628 0.589 0.621 0.642 0.601 0.607 0.553 0.605 0.561
SiamRPN 0591 0.617 0599 0.628 0.649 0.622 0.585 0.625 0.542 0.615 0.639
SiamDW 0574 0.560 0.630 0.606 0.622 0.654 0.601 0.612 0.590 0.613 0.596
SRDCF 0583 0.544 0.597 0544 0.613 0.594 0.559 0.550 0.460 0.561 0.514
CFNet 0561 0.526 0.554 0.567 0.541 0.540 0.527 0.553 0.454 0546 0.614
SiamFC 0523 0.506 0.568 0.557 0.568 0.550 0.543 0.558 0.506 0.552 0.618
Staple 0560 0.551 0.540 0548 0.592 0.541 0.543 0,533 0475 0521 0.394
HCF 0.585 0.530 0.570 0.559 0.540 0.585 0.525 0.534 0.474 0.485 0.388

Table 4: Accuracy evaluation results

Tracker BC DEF FM IPR v MB OCC OPR OV SV LR
Ours 0.813 0.816 0.838 0.860 0.851 0.828 0.782 0.851 0.816 0.854 0.914
DeepSRDCF  0.841 0.783 0.814 0.818 0.791 0.823 0.825 0.835 0.781 0.819 0.847
SiamRPN 0.799 0.825 0.789 0.854 0.859 0.816 0.780 0.851 0.726 0.838 0.978
SiamDW 0.762 0.763 0.808 0.824 0.794 0.841 0.798 0.829 0.781 0.819 0.901
SRDCF 0.775 0.734 0.768 0.745 0.792 0.765 0.734 0.741 0.594 0.745 0.760
CFNet 0.756 0.714 0.705 0.786 0.707 0.680 0.699 0.759 0.601 0.731 0.888
SiamFC 0.690 0.690 0.743 0.742 0.736 0.705 0.722 0.756 0.669 0.735 0.900
Staple 0.749 0.752 0.708 0.768 0.783 0.698 0.726 0.737 0.664 0.726 0.690
HCF 0.843 0.791 0.814 0.854 0.817 0.802 0.766 0.807 0.674 0.798 0.842

On the OTB2015 dataset, we select three videos to visualize the tracking process, and three trackers are
selected to contrast with our algorithm. The three video sequences selected are board, box and clifbar
respectively. The three trackers selected are SiamRPN, SiamDW and SiamFC. As shown in Fig.9, in the
board video sequence, SiamFC algorithm loses the target at 18th frame and retrieves the target at 400th
frame. In the clifbar video sequence, SiamDW, SiamRPN and SiamFC all lose the target at 227th frame. In
the box sequence, SiamFC algorithm loses the target at 38th frame and retrieves the target at 99th frame, our
algorithm has been stable tracking in these three video sequences, does not lose the target, and has strong
robustness.
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3) Three experimental analysis of three different VGG networks

The improved VGG16, VGG19 and VGG19bn network structures are selected to replace the backbone
network of SiamFC. Compared with the VGG19bn network in this paper, the improved VGG16 and VGG19
networks lack BN layers. In addition, the network in this paper has more conv-8 convolutional layer than the
improved VGG16 network. In the training stage, pre training files are imported to initialize network
parameters, The initial learning rate is changed from 102 of siamFC to 103, and other parameters are
consistent with SiamFC. As shown in Fig.10, the comparative experiment on OTB2015 dataset shows that

Ours

pieog

i SiamDW
| SiamRPN |
SiamFC |

1RGO

Fig. 9: Visualization results of tracking process
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Fig. 10: Comparison results of three VGG networks
4.3. Component validity analysis
Experiment on the OTB2015 dataset, and the analysis results is in Table 5. BAM means adding attention
mechanism. UPE means adding the online update mechanism. MIX means adding feature fusion.

Table 5: Ablation Experiment

Element Success score Precision score
SiamFC 0.582 0.771
SiamVGG19bn 0.625 0.828
SiamVGG19bn+BAM 0.637 0.844
SiamVGG19bn+UPE 0.630 0.836
SiamVGG19bn+MIX 0.636 0.837
SiamVGG19bn+BAM+UPE+MIX 0.649 0.855

5. Conclusion

Based on the SiamFC algorithm, this paper replaces the backbone network with an improved deep-level
VGG19bn network, and proves through experiments that the VGG19bn network has stronger feature
extraction capabilities than the VGG16 and VGG19 networks. At the same time, it proves that the BN layer
is effective for deep networks. The hybrid attention mechanism is incorporated at the end of the network
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template branch to enhance the network's ability to distinguish features. Use the target template update
mechanism to improve the long-term tracking ability of the algorithm. The integration of features at different
levels enhances the network's ability to characterize features. The tracking success rate of the proposed
algorithm on OTB2015 leads the SiamFC algorithm by 6.7% and the accuracy rate by 8.4%. On the basis of
ensuring real-time, the tracking accuracy is greatly improved, and it performs well in many difficult
scenarios. The effect can be applied to video pedestrian monitoring, drone monitoring, vehicle tracking, etc.,
and has certain practical value.
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