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Abstract. With the rapid development of underwater engineering, acquiring accurate three-dimension (3D) 
measurement of underwater objects has become a very concerned topic. High-speed videogrammetry, which 
has advantages of non-contact measurement, flexibility and high precision, provides a feasible method to 
extract transient 3D displacement of objects. This paper presents the application of high-speed 
videogrammetric technique in underwater 3D displacement measurement scenario, which includes the 
following four main components: (1) An underwater high-speed videogrammetry network is established to 
capture and record the 3D displacement of underwater objects; (2) The underwater camera calibration is 
performed to obtain the interior orientation parameters and eliminate lens distortion; (3) Accurate target 
recognition and tracking algorithms are introduced to calculate the image coordinates of the target points in 
the high-speed image sequence; (4) 3D displacement is calculated based on 3D reconstruction of target points 
on objects via videogrammetric analysis algorithms. The underwater simulation experiment indicates that the 
proposed technique has a fairly good application performance in underwater measurement scenario with 
submillimeter accuracy 
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1. Introduction
With more and more large-scale development and utilization activities in underwater engineering,

precise 3D measurement of underwater structures is currently a concerned research issue in photogrammetry 
community [1-2]. Taking the underwater structural health monitoring experiment as an instance, the seismic 
scenario is simulated by an underwater shaking table, and the displacement process of the structure in the 
underwater environment is measured by encountering different levels of seismic actions, thereby verifying 
the feasibility of structure designs. In simulated test experiments, in order to explore the ultimate loading 
capacity of the structure and the displacement caused by the structure-water coupling interaction, it is crucial 
to constantly measure the damage and displacement of the structure [3-4]. 

Traditional engineering measurement solutions are mainly based on contact sensors, including 
displacement gauges, accelerometers, strain gauges, etc., which are usually installed on the surface of the 
object to measure the movement of the experimental object. However, these measurement methods are 
clumsy for displacement monitoring of underwater structures due to the limited measurement range, small 
measurement area, difficulty in assembly, increased model weight and platform stability dependence [5-7]. 
High-speed videogrammetry, as a non-contact and uncomplicated optical measurement method, can 
accurately record the transient movement state of objects in detail, and then calculate the 3D displacement of 
the objects through the photogrammetric analysis algorithm [8]. 
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2. Methodology 

The underwater high-speed videogrammetry scheme, as shown in Fig. 1, includes the following four 
main parts: (1) Underwater high-speed videogrammetry network; (2) Underwater camera calibration; (3) 
Target recognition and tracking; (4) Three-dimension reconstruction. 
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Fig. 1: Flowchart of underwater high-speed videogrammetry scheme. 

2.1. Underwater High-speed Videogrammetry Network Construction 
The underwater high-speed videogrammetry network consists of four parts: (1) Underwater imaging 

module: High-speed industrial camera, which is the main hardware to record the morphological changes of 
fast-moving objects in detail. Also, the cameras are specially under waterproof treatments to meet the needs 
of underwater observation; (2) Image capture and storage module: The main function of this module is to 
capture and store huge numbers of image sequences from high-speed cameras in real-time; (3) Synchronous 
control module: It plays an important role in making high-speed cameras capture image sequences 
simultaneously in the same camera network, which is the key prerequisite for 3D reconstruction in high-
speed videogrammetry; (4) Underwater illumination module: Out of the consideration of underwater light 
supplement and water resistance, waterproof LED lights are selected as illumination equipment, though the 
natural light is the best choice because of its uniform lighting. 

2.2. Underwater Camera Calibration 
Underwater camera calibration aims to obtain the interior orientation parameters and lens distortion 

parameters of the camera under water. This paper chooses camera calibration method based on the standard 
parameter set, which is the most flexible and convenient method [9]. The theory of this method is to directly 
apply the traditional camera calibration algorithm to the underwater camera calibration, with the refraction 
geometry being forced to be regarded as the optical straight line geometry, and the error generated will be 
evenly apportioned to both interior orientation parameters and lens distortion parameters of the camera. 
When the main optical axis of the camera is perpendicular to the surface of the medium, the refraction 
distortion error caused by light refraction can be absorbed by the lens radial and tangential distortion 
parameters. This method can obtain quite high calibration accuracy in the field of view during underwater 
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measurement. For the sake of waterproof, the checkerboard pattern is printed on a flat steel plate, as shown 
in Fig. 2. 

 
Fig. 2: Steel checkerboard (Board size: 10×7; Square size: 50mm). 

2.3. Target Recognition and Tracking 
The scattering effect under water will cause the light to be unevenly distributed on the surface of the 

object, which has a serious impact on target recognition and tracking, and even result in misrecognition or 
mismatch. Circular artificial signs are hence used to mark the target points to improve the positioning 
accuracy of the measurement target points. To accurately extract the centre of the circular artificial sign, 
least-squares ellipse fitting method is used due to its centre positioning accuracy being hardly affected by 
images of non-uniform gray value [10]. Circular artificial signs and corresponding ellipse fitting effect are 
shown as Fig. 3. 
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Fig. 3: Circular artificial signs and ellipse fitting result. 

After target recognition, stereo matching task is completed by point set reference. During target tracking 
period, a coarse-to-fine matching strategy is applied to image sequences. Given the initial target position in 
Frame i along with the determined track window radius, the coarse matching process is carried out based on 
zero-mean normalized cross-correlation (ZNCC) criteria [11], which evaluates the similarity between the 
initial target pixel block in Frame i and the pixel block to be matched in Frame i+1. After that, least squares 
matching (LSM) is used to calculate the precise tracked position of the target in Frame i+1, which is namely 
the fine matching process [12]. As shown in Fig. 4, the detailed target matching and tracking process is 
illustrated. In the experiment of this paper, the track window radius is set to 10 pixels since the circular signs’ 
radii are among 5~10 pixels. 
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Fig. 4: Target matching and tracking in image sequence processing. 
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2.4. 3D Reconstruction 

Considering the inconvenience of underwater experiment scenario and thus few control points laid in the 
common field of view of stereo cameras, relative-absolute orientation is used to estimate stereo camera 
exterior orientation and 3D reconstruct the target point sequence with space forward intersection algorithm. 
Relative orientation refers to restoring or determining the relationship between conjugate rays, that is, to 
solve the relative orientation elements of the stereo image pair. Then the point projection coefficient method 
can be used to solve the 3D coordinates of all target points (or tracking points) in each frame in the world 
coordinate system with the given common target points and control points whose 3D world coordinates are 
measured by total station in advance. The overall 3D reconstruction process is illustrated as Fig. 5. 
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Fig. 5: 3D reconstruction process based on relative-absolute orientation. 

3. Experiment and Result 

3.1. Experiment Background and Details 
The purpose of this experiment is to verify the high-speed videogrammetric technique’s capability of 

measuring objects’ 3D displacement underwater. An artificial multi-story structure made of steel pipes 
serves as the measurement object, on which some circular signs are stuck as target points and control points, 
as shown in Fig. 6(a). Also, some control points are stuck on pipes outside the structure plane to establish 3D 
control field. The stereo cameras are fixed on a rigid frame fixed on the pool wall as shown in Fig. 6(b). The 
resolution of the image is 2304×1702 pixels, and the frame rate was set as 150fps. Each camera is equipped 
with a 20mm fixed focus lens to increase the field of view. Moreover, the 3D coordinates of the control 
points are measured by a Sokkia NET05AX total station of 0.5mm accuracy to provide a reference world 
coordinate system and also to verify the accuracy of videogrammetric 3D reconstruction algorithm. 

(c)  
Fig. 6: Underwater measurement object and stereo cameras layout. (a) Artificial multi-story structure; (b) Underground 

stereo cameras layout; (c) Experimental observation scene. 
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3D displacement will happen to the structure during the wave-making process by equipment, and then 

the high-speed videogrammetric technique is applied to record and measure the 3D displacement of the 
underwater structure. 

3.2. Results and Analysis 
The underwater camera calibration result indicates that the average back projection errors of the high-

speed cameras in image plane are among 0.05-0.3 pixels, which is a satisfactory calibration result. To verify 
the accuracy of videogrammetric 3D reconstruction algorithm, some control points are selected as check 
points and their 3D coordinates are interpolated with the external orientation parameters calculated by other 
control points. Then the interpolated 3D coordinates and the ones measured by total station of the check 
points are compared and the discrepance is shown as Table 1. The location accuracy (�𝜎𝑋2 + 𝜎𝑌2 + 𝜎𝑍2) of the 
point in high-speed videogrammetric scheme can reach around 0.65 mm, which is of submillimeter accuracy. 
As a result, the accuracies of camera calibration and target positioning can meet the requirements of the 
accuracy of underwater 3D displacement measurement scenario. 

Table 1: 3D coordinates discrepance of the check points between videogrammetric technique and total station  

No. 
Discrepance (mm) 

ΔX ΔY ΔZ 
1 -0.38 -0.21 -0.07 
2 -0.94 0.07 -0.06 
3 -0.85 -0.08 0.11 
4 0.48 -0.04 0.11 
5 0.35 -0.05 -0.17 
6 -0.55 0.09 -0.03 

RMS 0.63 0.10 0.10 
Through the aforementioned data processing, the 3D displacement of the structure could be obtained. As 

shown in Fig. 7, the 3D displacement curves are continuous and quite smooth. The periodically change in 3D 
displacement conforms to the influence of periodic wave on structure. The vibration of cameras caused by 
waves gives rise to the slight noises near peak most likely and this problem may be solved through filter 
processing algorithm such as Savitzky-Golay filter. 
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Fig. 7: 3D displacement measurement results of underwater structure. 

4. Conclusion 
This paper presents the application of high-speed videogrammetric technique in underwater 3D 

displacement measurement scenario. Through the underwater experiment, it is verified that the accuracy of 
underwater high-speed videogrammetric technique could reach submillimeter, which meets the accuracy 
requirement of underwater 3D displacement measurement. Moreover, the 3D displacement result indicates 
that high-speed videogrammetric technique is a feasible and reliable technique to measure the 3D 
displacement of underwater structures. In future, we will introduce this technique to more complex 
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underwater scenario such as underwater shaking table test, for obtaining mechanical parameters such as 
transient deformation in the complex water environment. 
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