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Abstract. Image segmentation generally refers to partitioning of an image into a set of regions that cover it. 

It has been believed that these regions may represent meaningful areas of the image, such as buildings, roads, 

forests, crops, animals and so on. The regions are usually composed of sets of pixels with similar colors. For 

interesting targets in the foreground, the regions may even take the forms of particular shapes, such as circles, 

eclipse or rectangles. Inspired from the concept of image segmentation above, it’s interesting to further 

explore the relationship of segments for the targets of interest according to some association rules, i.e., the 

spatial association. In this way, we could detect objects from the images satisfying the criterion of both the 

segment and association relationships. For instance, people may probably prefer to query a scenery image 

complying with a certain style instead of containing a certain object. In this work, we propose an efficient 

object detection method integrating information of both segmentation and association relationship. 

Experimental results indicate that our method has more semantic flexibility for image recognition. 
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1. Introduction 

Image recognition refers to the process of recognizing the objects from an image. Image segmentation, 

on the other hand, refers to the process of partitioning an image into various regions according to certain 

criteria such that each region might represent some meaningful characteristic.  

The tasks of image segmentation and image recognition are highly correlated with each other [1]. Some 

experts in computer vision have believed that image recognition is driven by image segmentation and that 

the image segmentation serves as a pre-processing step for image recognition. They suggested that the image 

segmentation help focusing on the relevant object features and pruning the redundant features outside the 

object [2, 3]. It was also thought that the image segmentation can extract shape information and reduce the 

background noise and thus the image recognition is facilitated [2]. 

However, semantic information of images has not been utilized much yet in existing work. The semantic 

information could be applied for region detection along with the raw image data. For this reason, we explore 

the integration of segmentation and association relationship for image recognition. Specifically, the image 

segmentation is performed first to discover the interested regions and the spatial association rules apply later 

to confirm the association relationships between the regions. 

2. Related Work 

Our work is closely related with the image segmentation and object detection techniques. 

 Image segmentation 

The image segmentation techniques have been widely used in various applications, such as medical 

image processing, face recognition, vehicle license plate recognition, hand-writing recognition and so on. 

There are generally five categories of image segmentation algorithms, including the threshold-based 
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segmentation, the regional growth segmentation, the edge detection segmentation [4], the clustering-based 

segmentation and the weakly-supervised CNN [5-6].  

 Object detection 

Object detection refers to the process of locating the objects of interest with a bounding box and assigns 

them a class label for each object. There are several benchmark state-of-the-art deep learning models to 

address the object detection problem. The most famous are RCNN [7-8] and YOLO [9]. The main problem 

of the above deep learning models is the high cost on both image samples and training.  

Few semantic information between either the regions or the objects has been utilized in the above two 

categories.  

3. Method 

3.1 Template Construction 

 Segmentation Template 

The segmentation template is composed of the mean and standard deviation of HSV values and also the 

m number of Hu statistics for each segment. Table 1 illustrates the segmentation template for n segments: 

Table 1: Segmentation template 

 S1 S2 …… Sn 

HSV mean m1 m2 …… m4 

HSV 

Stand 

deviation 

std1 std2 …… std4 

Hu Statistic 1 Hu11 Hu21 …… Hun1 

Hu Statistic 2 Hu12 Hu22 …… - 

…… …… …… …… …… 

Hu Statistic m Hu1m Hu2m …… Hunm 

 Association Relationship Template 

We define two different segments u and v are adjacent to each other given a minimum ratio threshold r, 

if and only if there are at least min⁡(|𝑆𝑢|, |𝑆𝑣|) × 𝑟 pixel members in segment u whose direct upper, down, left, 

right, upper left, upper right, lower left and lower right neighbors are within the segment v, and vice versa. 

For instance, given a minimum ratio threshold r of value 0.5, segment u and v in Table 2 are not adjacent, 

since the number of pixel members in segment v whose direct neighbors are within segment u is two and that 

in segment u is three, both below the threshold. 

Table 2: An instance of non-adjacent segments u (elements denoted as □) and v (elements denoted as Δ) given a 

minimum ratio threshold r of 0.5 

□ □ □  Δ 

□ □ □  Δ 

 □ Δ Δ Δ 

   Δ Δ 

We made use of the adjacency matrix to indicate the spatial relationships between different segments. 

For instance, a value of one would be assigned for two segments adjacent to each other and zero other vice. 

In more complicated cases, an alternative of multi-values could be applied, i.e., one for upper left, two for 

upper right, three for left, four for right, five for lower left and six for lower right. For example, Figure 1 

illustrates an illustrating example of three segments,  c1, c2 and c3, where segment c1 is on top of segment c2 

and segment c3 is on the right side of segment c2. 
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Fig.1: An illustrating example of three segments c1, c2 and c3 
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The association relationships between the three segments are summarized in Table 3. 

Table 3: An illustrating example for association relationships between three segments 

 c1 c2 c3 

c1 - top left 

c2 - - left 

c3 - - - 

3.2 Image Segmentation 

 Evaluation of Color Similarity 

We first transformed the images into HSV (Hue, Saturation, Value) color space and then applied a hue 

threshold ρ to evaluate the color similarity between the potential image segments and the segmentation 

template. After the hsv transformation, we obtain the hue value of each pixel in range [0, 180]. We define the 

colors of two pixels p and q as similar when their color difference satisfies the equation below: 

min⁡(abs(hsv(p) − hsv(q)), 180 − abs(hsv(p) − hsv(q))) ≤ 180ρ                       (1) 

 Core Object Merging 

An image segment related is assumed to be consisted of a set of core objects which are not only 

consistent in color similarity but also adjacent to each other in space. For this reason, we further applied a 

spatial threshold delta as well as the hue threshold ρ to detect the core object. Given the spatial threshold 

delta in the range of (0, 1] and the image size [w, h], we further define that Δw = delta×w and Δh = delta

×h and a sliding window with size [2Δw+1, 2Δh+1]. We put forward the formal definition of core objects 

below:  

Definition Core Object 

Given a spatial threshold delta and a minimum ratio threshold minr, a pixel p is defined to be a core 

object in an image segmentation if and only if the number of pixels which are withinΔw distance away from 

p in X axis and withinΔh distance away from p in Y axis,  

|𝑥𝑝 − 𝑥𝑞| ≤ ∆𝑤                                                                               (2) 

|𝑦𝑝 − 𝑦𝑞| ≤ ∆ℎ                                                                                (3) 

and whose color are similar to p w.r.t. the hue threshold ρ, is greater than  (2∆𝑤 + 1)(2∆ℎ + 1) × minr: 

Sum(q|Eq(1)&Eq(2)&Eq(3)) > (2∆𝑤 + 1)(2∆ℎ + 1)minr                                (4) 

 Segment Discovery based on Core Object Reachability  

We further define that two core objects c1 and c2 are reachable to each other if and only if c1 and c2 are 

close in both X and Y axes w.r.t. threshold delta, |x1-x2|≤Δw  and  |y1-y2|≤Δh, and the hue values of core 

objects c1 and c2 are similar w.r.t. threshold ρ. The formal definition of core object reachability is given 

below: 

Definition Core Object Reachability 

Suppose c1 and c2 are two core objects, then c1 and c2 are reachable from each other if and only if the 

spatial distances between them along the X and Y axes are within [-Δw, Δw] and [-Δh, Δh] respectively and 

the color difference in HSV color space satisfies that  

min⁡(abs(hsv(𝑐1) − hsv(𝑐2)), 180 − abs(hsv(𝑐1) − hsv(𝑐2))) ≤ 180ρ                              (5). 

Starting from a randomly selected core object in the image as the initial cluster, the image segmentation 

algorithm iteratively merges the current cluster with all the core objects which are reachable from any core 

objects within the cluster. The final cluster fc is formed when no more core objects are available for merging 

and the number and output as a candidate image segment if the ratio of the cluster size to the image size is 

above a pre-specified threshold ξ, |fc| >ξwh, then another candidate image segment is explored from the 

remaining areas of the image. 

3.3 Template Matching 
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 Segment Matching 

Given the color information of the target to be detected, we iteratively merge the adjacent candidate 

segments and match with the invariant moments of the target segments. The contour of target object is 

identified when all or a majority of the invariant moments are matched. 

The central moments of the target image are defined as shown Equation (6): 

𝑢𝑝𝑞 = ∬(𝑥 − 𝑥̅)𝑝(𝑦 − 𝑦̅)𝑞𝑝(𝑥, 𝑦)𝑑𝑥𝑑𝑦                                                                (6) 

The orthogonal invariants by Hu method include 𝑢20 + 𝑢02，(𝑢20 + 𝑢02)
2 + 4𝑢11

2，(𝑢30 − 3𝑢12)
2 +

(3𝑢21 − 𝑢03)
2，(𝑢30 + 𝑢12)

2 + (𝑢21 + 𝑢03)
2，(𝑢30 − 3𝑢12)(𝑢30 + 𝑢12)[(𝑢30 + 𝑢12)

2 − 3(𝑢21 + 𝑢03)
2] + (3𝑢21 −

𝑢03)(𝑢21 + 𝑢03)[3(𝑢30 + 𝑢12)
2 − (𝑢21 + 𝑢03)

2],⁡(𝑢20 − 𝑢02)[(𝑢30 + 𝑢12)
2 − (𝑢21 + 𝑢03)

2 + 4𝑢11(𝑢30 + 𝑢12)(𝑢30 +

𝑢12)(𝑢21 + 𝑢03).  

Suppose there are N number of objects in the template, denoted as 𝑜1, 𝑜2, ……, 𝑜𝑁 respectively. And 

each object 𝑜𝑖 has 𝑛𝑖 different segments, which may have overlapping between each other. The total number 

of segments in the template is denoted as n, where  n = ∑ 𝑁𝑛𝑖
𝑁
𝑖=1 . We denote the number of Hu invariants of 

the segment template as m and the corresponding Hu invariants for segment j as  ℎ𝑖𝑗1, ℎ𝑖𝑗2, …, and  ℎ𝑖𝑗𝑚. 

Upon that, we can compare each Hu invariant ℎ𝑖𝑗𝑘(𝑠) of the segment sample against that of the segment 

template  ℎ𝑖𝑗𝑘, where 1 ≤ k ≤ m. We define the sample s and template segment j of object i are matched if the 

average of their difference ratios is above 90%, as illustrated in Equation (7): 

𝑚𝑎𝑡𝑐ℎ𝑒𝑑(𝑖, 𝑗, 𝑘) = {
⁡𝑡𝑟𝑢𝑒⁡⁡⁡⁡⁡𝑖𝑓⁡

1

𝑚
∑ min⁡(

ℎ𝑖𝑗𝑘

ℎ𝑖𝑗𝑘(𝑠)
,
ℎ𝑖𝑗𝑘(𝑠)

ℎ𝑖𝑗𝑘
)𝑚

𝑘=1 ≥ 0.9⁡

𝑓𝑎𝑙𝑠𝑒⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                              (7) 

 Association Matching 

According to the definition of adjacency, the spatial association relationships between the matched 

segments are further evaluated with an adjacency matrix. A value of one would be assigned if the two 

segments c𝑖 and c𝑗 are associated, i.e., 𝑅𝑒𝑙(c𝑖 , c𝑗) = 1 if segment c𝑖 is at the right hand side of c𝑗, 2 if segment 

c𝑖 is at the left hand side of  c𝑗, 3 if segment c𝑖 is at the top of  c𝑗, 4 if segment c𝑖 is at the bottom of  c𝑗, and 

zero otherwise, 𝑅𝑒𝑙(c𝑖, c𝑗) = 0. 

Suppose the set of segments matching segment template 𝑠𝑢, where 1 ≤ u ≤ n, is denoted as 𝑀𝑆𝑒𝑡(𝑠𝑢). 

Then the task of association matching is to find a set of segments {c1, c2, … , c𝑛} such that 𝑐1 ∈ 𝑀𝑆𝑒𝑡(𝑠1), 

𝑐2 ∈ 𝑀𝑆𝑒𝑡(𝑠2), ……, 𝑐𝑛 ∈ 𝑀𝑆𝑒𝑡(𝑠𝑛) and ∀1 ≤ 𝑖, 𝑗 ≤ 𝑛, 𝑖 ≠ 𝑗,  𝑅𝑒𝑙(c𝑖, c𝑗) = 𝑅𝑒𝑙(s𝑖, s𝑗). 
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(a) Case 1                       (b) Case 2 
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(c) Case 3 

Fig.2: Three cases of association templates 

Given the three cases in Figure 2, we could infer that case 1 does not match the template in Table 3 since 

segment 1 is at the bottom of segment 2. Neither does case 2 since segment 3 is on the right hand of segment 

1 and 3. Case 3 matches the association template since all the pairwise segments match. 

4. Application 

We applied our method for scenery query. Suppose we would like to find the scenery images complying 

with a similar style, i.e., high mountains above a big blue lake, while there are very few image samples of the 

mountains or lakes. In that case, the benchmark deep learning models are difficult to be trained and refined.  
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With our method, a scenery template could be set up for both segment matching and spatial association 

matching. Comparatively, our method is much more simple and understandable. 

For the mountains, we set up the color variation range and also the Hu statistics for the templates. And 

for the lake, we loosed the shape constraints as the lake may be shadowed or concealed by trees. Instead, we 

specified he constraints of area and positions such that the area of the lake is no smaller than 1/4 of the image 

and the lake is situated below the mountains.  

Figure 3 illustrate the image segmentations of two images and Figure 4 indicate the two images both 

comply with the same template. As we can see, although the mountains and lakes are from different places, 

they demonstrated similar styles. 

 

 
Fig. 3: Image segmentation results of two images 

  
Fig. 4: The matched regions between two images 

Different from benchmark object detection algorithms, our method does not require training the model 

with sufficient large number of samples with high cost. For the above example, we just need to specify the 

color and area. In combination with the association templates, images with similar styles instead of similar 

objects could be identified. Queries of similar architecture styles or life styles could be made as well. 
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